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STUDY OF APPLICATIONS OF RETRODIRECTIVE AND SELF-ADAPTIVL
ELECTROMAGNETIC WAVE PHASE CONTROLS TO A MARS PROBE

By A.T. Villeneuve, J.E. Howard,
G.O. Young, and A.A. Ksienski

Hughes Air craft Company

SUMMARY

The report presents the results of the first phase of a study of the
applicability of self-steering and adaptive arrays to planetary probe mis-
sions. Analyses were performed of arrays that obtain self-steering by the
use of either phase-locked loops or phase inver: ion by mixing. The
effectiveness of these two types of arrays in receiving signals modulated
by various systems was analyzed, and the probability of error o:" each type

_ in detecting signals of each modulation in the presence of random gaussian
phase errors was determined. Modulation systems were m-ary coherent

and differentially coherent phase shift key, coherent and incoherent fre-
:' quency shift key, and coherent and incoherent amplitude shift key.

Examinations of the signal-to-noise ratios of each type of array
indicated that the two systems have comparable performance when the pilot
channel bandwidth is sufficiently narrow. When the pilot bandwidth is of
the same order of magnitude as the information bandwidth, the performance
of the phase-locked loop system is superior to that of the phase-inversion
system.

System calculations were performed for a phase-inversion system
operating over 4000-mile and 12, O00-mde links. Signal-to-noise values
were obtained from which probabilities of error c=n be determined.

_ . .. , _ . .:- _. _._..
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INYRODUCTION

This report is Part 1 of the Final Report on Contract NAS Z-3Z97 and
covers work performed from 8 November 1965 t}) 8 October i966' (refs. 1-4).
The problem ur_der consideration is the applicability of retrodirective and
self-adaptive e!_ectromagnetic wave phase controls (sclf-steering arrays) to
a Niars probe. While a n&mber of theoretical and experimental studies
dealing with the general properties of self-steering antenna arrays have
been reported in the literature (refs. 5-15), none of this work has been con-

cerned with the specific problem under consideration in the present study.

The subject of prime interest in the phase of the st_idy reported here
has been the performance characteristics of two general types of self-
steering arrays when applied to planetary probes as comm,_nication antennas.

The types of arrays investigated utilize either phase-locked loops or phase
inversion by mixing to obtain self-steering. Their operating principles are
described in general terms e_rly in the report.

The performance of each type of self-steering ar=-ay was investigated
analyti,:.ally when the array was operating with a number of different,
digit._:ly modulated signals. The modulations treated were m-ary coherent
phase . hilt key (PSK), differentially coherent PSK (DPSK), coherent fre-

quency shift key (FSK), incoherent FSK, coherent amplitude shift key (ASK),
and inco:,erent ASK. The quantity desired in the analysis was the probability
of error in the detection of the variously modulated signals as a function of
the signal-_o-noise ratio in the receiver of each self-steering array. This
quantity is a key parameter in determining the reliability with which com-
mands can be transmitted to and data received from a probe.

In the first part of the study, the probabilities of error of symbols
and words were computed for ideal conditions; effects such as multipath
propagation were ,_glected. This phenomeno:_ and related conditions will
be considered during the remainder of the contract period.

The study resulted in the derivation of analytical expressions neces-
sary for the evaluation ¢.f the error performance of self-steering arrays
when they are used with digital modulations. It has also resulted in numer-
ous curves of _,robability of error as a function of signal-to-noise ratio for
self-steering arrays. The conclusions drawn from the research results

are presented at the end of the _echni_al discussion along with recommen-
dations for 5_rther work. The details of the several analyses are given in
the appendix.

: The authors wish to thank Marjorie Delzell for her very diligent
: editorial assistance in the preparation of this report.
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DIS CUSSION

Performance Characteristics of

Self-Phased and Adaptive Arrays

The vast distances that must be traversed by radio signals transmitted
to and from planetary probes puts some rather severe restrictions on the
rate at which information can be transmitted with a given percentage of
error. The restrictions are a consequence of the relatively low s:,w_l
powers that are available at receivers compared with the noise at tr_ese .
receivers. This inverse comparison is especially true when tile probe is
transmitting, since the stringent size and weight limitations that presently
restrict the amount of equipment the probe can carry, translate directly
into transmitter power limitations and only raffler low powers are available
to transmit information from the probe to the earth.

The situation could be alleviated to some extent by the use of suffi-
ciently high gain antennas at each end of the transmission link. However,
certain limitations and difficulties exist with this approach when conven-
tional antenna techniques are utiliz6d. First, there is a size limitation

that will depend, to some extent, on the type of antenna structure con-
sidered. Erectable antennas may present an aperture that is considerably

• larger'thanthe probe launch vehicle cross-section, but tolerances on
phasing may be a problem when large diameter-to-wavelength apertures

are used and when conventional feeding and phasing techniques are employed.

The use of high gain antennas also introduces a problem of beam-
pointing control. In conventional antenna systems, pointing may be done
either mechanically or electronically but a priori pointing information may
be required or some electronic tracking technique (eg. , monopulse) would
be necessary to maintain the correct beam-pointing direction. The con-
ventional electronic beam-steering techniques require electronically
controlled variable phase shifters withtheir associated control electronics
that may become quite complex.

Alternative approaches to the realization of steerable high gain
antennas and concomitant increased data transmission rates are desirable.
One such approach i_volves the application of the recently developed self-
phasing and adaptive arrays to the planetary probe missions to see in what i
manner they may allow increased data rates with acceptable accuracy of
transmission.

Self-phased and ada.ptive arrays constitute antenna systems that use
the incident r-f energy to phase the elelnents so that a beam is formed in
the direction from which the energy is received. These arrays are also _
called self-focusing antennas. They may be contrasted with the usual

" electronically stee table arrays that require external sensors and informa-
tion to do the steering. Here, no external commands are necessary to

. .:.',_ :_: •

_: ,.,: - _ "_.
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adjust the illumination across the ape rture since, in principle, the self-
steering array automatically steers tbc beam in the desired direction. The
problems associated with pointing a narrow beam in a specified direction
appear to be circumvented. In addition, self-phased arrays can compen-
sate for th_ _r_v_ccts of atmospheric scintillation which may cause a loss of
array gain by decorrelating the signals at the various elements. An
important limitation is set on the mininmm size of each element in an
adaptive array of elements; each element must be large enough so that in
conjunction with its receiver, it will be able to detect and phase lock to the
incoming signal. Once this is achieved, the several elements in the array
may be locked together to realize the gain of the entire array.

Self-phased arrays may take on a variety of forms, depending onthc
type of circuitry used to implement them and or the sophistication of their
operation. In the simplest form, these arrays redirect incident energy
back intl=e direction from which it came. These are termed retrodirective

arrays. In the proceso, the signal is amplified, and info_-nation stored at
the array is impressed on the signal before retransmission. A number of
such systems are described by Kummer and Villeneuvc (ref. 14}.

Some general types of self-phasing arrays have been proposed by a
number of workers. A number of physical embodiments may be realized;
the techniques of Rutz-Phillipp (ref. 10), $ichelstiel et a_ll. (ref. 11), Cutler
et a_l. (ref. 6), and Pon (ref. 9) are sketched in figure 1. The principle
of operation of all tl_e systems shown in the figure is essentially the same.
The phase of the signal incident at each element is reversed by the elec-
tronic circuitry. This is just the zondition required to steer a beam in the

i direction of the incident radiation. The signals at various points in the :-

systems are shown on the diagrams of figure 1.

In addition to the arrays discussed above which send energy back in )
the direction of an incident pilot signal, there are systems which automati-
cally receive information frox,"the direction of an incident signal with full •
array gain. They may also radiate different information back in the same
direction, or in more advanced systems, in some other direction dictated

by a pilot signal. Figure Z presents techniques that use only mixing to
form a receiving beam as well as a retransmitting beam. Figure Za shows
a retrodirective system and figure 2b a redirective system.

Since the systems shown in figure 2 are more complex than those in
figure l, an explanation of their method of operation is included. For the
system in figure Za, an information signal at carrier frequency fl and wlth
phase _I is incident on an element of the array. At the same time a pilot

signal at frequency fp and with phase _p is incident from the same direction.
These signals are first reduced to intermediate frequencies (fLOl " fl)
and {fLOl " fo) respectively with phases "_t and "@u (the common phase of
LOI is neglected here}. The two frequencies are separated in a diplexer,
and the pilot signal is amplified in a narrow-band amplifier to provide a

• clean reference for the second mixer. In this second mixer, the pilot
signal is mixed with the information signal to provide a new Interrvediate

4
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frequency fl - f with phase qb1 - qb . This latter phase angle has most of
the intereleme:Pli,b_se shift i'emovePd because f l and f. are very close

together on a perce,:;_ge basis (even though fl - fp may be of the order of

megacycles) so that _1 -- ¢_D" W:*h•the interelement phase shifts.removed,the signals from the vario_ts elements can be summed coherently, and the
array gain is obtain-Sd when receiving. For retransmission of a signal back
in the direction of the incident wave, the amplified, received pilot signal
is mixed with the information signal to be transmitted. The sum fre-
quency thereby obtained has a phase containing the negative of qbn which is
the phase required to retransmit in the direction of the incomino,5 pilot.

The system of figure 2b works in the same manner for reception.

However, a second pilot at fp2 is used to obtain retransmissionback "

toward the source of fp2 rattier than toward the source of fl and fpl"

Several properties of these systems are apparent. First, since the
pilot frequency is separated somewhat from the information signal fre-
quency, perfect removal of interelement phase shifts for all angles of
arrival is not possible. Consequently, there is some effective gain

; degradation for most angles of signal arrival. This degradation depends
on the relative frequency separations rsed and on the array configuration.
Another property is that the phase.reference (i. e. , pilot) is noisy so that
the signal-to-noise ratio of the sum signal is not so high as it would be if

, a noiseless reference were available.

:: ' "Frequency shifts of both the incoming signal and pilot are essentially
removed when the two are mixed so that the second i-f bandwidth need not

_ be capable of handling expected incoming doppler shifts or any frequency
: shifts due to signal or local oscillator instabilities.

:_ It is also evident that the svstems shown very. nearly remove the two-
way doppler shift from the retransmitted signals because of the phase
reversal inherent in the mixing techniques used to obtain self-steering.
Additional means must be employed to reinsert this doppler if it is to be
used for tracking vehicle velocity during flight. The reinsertion of the
doppler can be accomplished by causing LO1 and the transmitting frequency
to track the incoming doppler. The tracking can be achieved by adding a
single phase-locked loop circuit to the system.

Phase-locked loops have been finding increasing application in recent
years as phase sync_hromzing dewces, and their characteristics are well !_
documented (refs, "6, 17). An array of elements employing this type of i'}i
phase control is called an electronically adaptive antenna system. A :
receiving antenna system of this type, unlike passive arrays, contains _

active elements that automatically adjust the electrical phases of _he :_signals received by the array elements to obtain antenna directivity.
These arrays can be made retrodirective. A configuration of this type is .' - ;.
illustrated in figure 3. - "_

[]
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Figure 3. Retrodirective antenna using phase-locked loop.

: The element shown in figure 3 is receiving at a frequency coi. The !
. total phase of the incoming signal is _0it+ _i where _i may be arbitrary.

For purposes of convenience in implementing the phase-locked loop, the

signal is converted in the first mixer to an intermediate frequency (c_i - _o)
with a phase angle 4_-- t_o. The signal from the voltage-controlled oscil-
lator is mixed with t_%eintermediate frequency signal, and the sum
frequency out of the mixer is compared in the phase detector with the signal

from the reference oscillator which is operating at e 1 with phase _%1- The
frequency of the voltage-controlled oscillator is automatically adju§ted to

: minimize the output of the phase detector. This output is minimized when
• the voltage-controlled oscillator operates at frequency _'Z = _ + _,, - w4

and has a phase given by _Z = 4_I + _o " _i. Consequently, th4 pha]e of"
! the signal from the second mixer is locked to that of the reference oscil-

lator. Since the signals from all elements are locked to the same reference
signal, they are in phase with each other and may be added directly. The

: gain of the array is thereby achieved for reception.
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• For the transmitting function, the signal for the voltage-controlled
oscillator is up-converted, modulated by the desired transmitter intelli-

gence, and fed to the radiating element. The phase is qb4 = qb3 + _bI + _b° -__i"
The term _b3 + £bI + £bo is common to all elements and so may be neglected.
The remaining term, -_bi,is the negative of the phase of the incident wave,
and the transmitted signal will we directed back toward the source of the
incident wave. As in the pha_e-inversiontype of systems, the doppler shifts
may be preserved by the a,dditionof a single pha:_e-locked loop that causes the
local osc{!lator, reference oscillator, and transmitter frequencies to track
the incom:ng doppler sh.fts.

In the phase-inver',i'n system, there is receiver noise superimposed
on the received pilot signai for retransmission. The bandwidth of the
filtersused in the re.r_nsmission process will determine the relative mag-
nitudes of the retransmit_e6 pilot signal and this receiver noise. Unless
filters that can have very narrow noise bandwidths are used, the noise
relative to the retransmitted pilot signal can be appreciable when the
incident pilot signal level is small. For the system that uses phase-locked
loops, there is essential!::no additive noise on the retransmitted signal,
but there is phase noise _hat is introduced by the jit_e;in the voltage-
controlled oscillators of the phase-locked loops. When the loops are oper-
ating properly, however, the phase noise can be expected to be small.
Experience with probes such as Mariner IV indicates that the phase noise
on a single channel is acceptable, at least for the bit rates used (about
8-I/3 bits per second at Earth-h4ars distances).

D

The construction of pi_ase-locked loops is more complex than that of
j the mixers and filters required for the phase-inversion systems, but the

performance ol systems using them may be greatly superior to the per-
formance of the simpler phase-inversion systems. This comparison is
especially true when the individual modules are operating at low signal-to-
.noise ratios. Because of this prospect of better performance, the system
using phase-locked loops appears the more desirable for reception.
However, from an economic point of view it ,night be more advantageous
to put additional power into the incident signal and to use the simpler phase-
inversion scheme than to use the more complicated phase-locked receiving
system on the spacecraft.

Characteristics of Transmission Links

Though the details of • Mars or other planetary probe mission are
still somewhat undefined, some of the general char.. :teristics of such a
mission are available as a guideline to the type of communication links that
will be required. It has been assumed during this investigation that the
mission will be carried out using a parent vehicle or bus that will orbit the
planet and a caps_de that will land on the planet. As the bus approaches the '"

" planet before going into orbit, the capsule will be ejected andwill land on

,, _-.-': , •

.... • --.' ;._.__.*#• -m, :,' .

• . -; .._ ,,_ ,,,_-.,....

.... ¢,._._. . _.'<.
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the planet surface and transmit information back to earth either directly or
by relaying the information through the bus. The use of high-gain electron-
i_ally steerable arrays on the lander capsule and the orbiting bus would
permit the transmission of information at high data rates. These reduce
the time required for transmission of a given amount of data, or even more
advantageous, they permit a reduction in the error probability for a given
data rate. It was assumed that the orbiting bus will be a three-axis

stabilized vehicle. The cspsule/lander may be spin-stabilized during
separation and entry. After it lands, its position with respect to the planet
_urface is, of course, fixed.

The exact nature of the arrays that could be used depends on the
configurations of the vehicles. Some array forms can be postulated for
somev.n--.t 2eneral vehicle shapes. For example, two mechanically fixed,
opposite-facing arrays might be used on the orbiting vehicle, each to be
v.red _u,-ing the time when it generally faces the planet. A single elec=
tronics package containing the retrodirective controls could be switched
between the two arrays so that the required electronics are kept to a
minimum.

As a possible capsule shape, the lenticular arrangement illustrated
in figure 4 might be considered. Array elements are distributed over the

:- upper and lower surfaces. The elements are shown as spirals but any other
appropriate element could be used. During separation from the bus and

_ entry, the elements on one surface of the capsule would be connected to the
retrodirective circuitry. After the landing on the Mars surface, the ele-

_ mcnts o=1 the upward facing surface would be connected; selection would be

j

_t

.o.

7-.'-":_.

Figure 4. Lenticular capsule with spiral elements "
distributed over its surface. ----

I ..........

$,
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• obtained by some means such as a gravity sensing device. The retro-

directive characteristics of the antennas would then allow the nalrow, high-
gain beams of the orbiting bus and the capsule/lander to track each other
over angular regions determined primarily by the coverage pattern of the
individual array elements, Actual allowable communication times achiev-
able will depend on the orbital :haracteristics of the bus and on the lander
position. Since the transmission distances in the relay link are relatively
short, retrodirective systems using phase inversion by mixing may be
applicable. Such a system is analyzed in a later section of the report.

Communication from the bus to the earth might also employ another
retrodirective array on the bus. Since the transmission distance to the
earth is very great, itwill probab]ybe necessary to use phase-locked loop
techniques in this system in order to achieve sufficientlynarrow bandwidths
in the tracking loops.

Analysis of Systems that Use Phase-Locked Loops

A general study of the performance of self-steering arrays that use
phase-locked loops was carried out for six digital modulation schemes:
coherent phase shift key (PSK), differentially coherent PSK (DPSK),
coherent and incoherent frequency shift key (FSK), and coherent and

' incoherent amplitude shift key (ASK). The approach used was as follows.
Each modulation system was first analyzed for the single-element case.

, Then the results were extended to include multiple-element adaptive arrays,
and curves of error probabilities versus signal-to-noise ratios were plotted
with rms phase error as a parameter.

• The formulation of a specific system was deliberately avoided in the
analysis in order that an optimum system could be analyzed. This approach
allowed the comparison of modulation schemes to be made on a fair basis.
Nevertheless, it is convenient to have a generalized block diagram of a
receiver for purposes of discussion. Such a diagram is shown in figure 5.

]_ D['CISlON
S(t) lii[CEIVF.R GUADtATUI_|_ _ INT|GRATOIt DEVICE

0k'TECT_ J

• I1.. n(,) IPBINC!
.J SlOI_4L

Figure S. Generalized receiving system. ,-

• .- .... --." '-,_"_4"_:,
.-_ • _ _ "'_,_ • y_:

1967026773-016



• In this generalized system, the desired signal plus additive noise is
fed to an ideal receiver and then to a coherent or quadrature detector,
depending on whether a coherent or incoherent modulation system is being
employed. The detected signal is integrated over the duration of a symbol
and then fed to a decision device that selects from all possible symbols the
one that was most likely transmitted. The reference signal for the coher-
ent or quadrature detector is assumed to be derived in some manner from

the received signal. Consequently, the reference signal will have some
phase uncertainty which will affect detection of coherent systems. This
phase uncertainty is a function of received signal-to-noise ratio but for
purpose of analysis it has been assumed to be an independent qua,_._ity.
This method of analysis was convenient because it did not require a model
for relating the two quantities. The relationship between signal-to-noise
and rms phase uncertainty is considered in a later section (page 37) for a
special case.

Coherent phase shift key modulation. -- In a coherent m-ary phase
shift key (PSK) system, the alphabet of possible symbols consists of waves
whose phases take on the values _ where i ranges from 0 to (m - 1). The
decision rule used in selecting w_alch symbol was transmitted based on the
received signal is to select that symbol whose location in signal space is
closest to the received signal. Signal space concepts are discussed in

: Appendix A. The analysis of an m-ary coherent PSK system in the pres-
ence of additive noise and with a noisy phase reference is presented in

_ Appendix B. (The effect of finite bandwidth is considered in Appendix C. )
' The analysis of Appendix B results in the following integral for the prob-

ability of error per symbol.

•
%

["i fo r .+e (e:
E sin._._2

! e (Zr03'/Zo0

- -- - d6

+ exp sinz

_, where 0 xs the phase error m the reference signal,_ O is the variance of e
< (assumed gaussiar_), "E is the energy in the received symbol, and N 0 is the

two-sided noise spectral denszty (assumed fiat over the region of inlerest).
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• For the binary case (m = 2) this equation reduces to the relatively
simple expression:

[o(-)/_"I l.]
co N_O _ cOS

Pe = 1 2_o8 .,., xp 2o: co exp - d dO (2)

The expression for probability of error for the m-ary case can be
put into more easily evaluated forms for the limiting cases of low signal-to- ..

noise ratio and high signal-to-noise ratio (SNR = E/(2N0) ). For the case of
low SNR (E/2N0)--0) the limiting form is

sin(-)oxp E sln(
e "m _ "_ - "2N 0 211 exp - 2o (3)

As the signal-to-noise ratio becomes very large, a different expan-
sion is used. It is given by

where

• 1 ix u2

"' _(x) "_j..®exp (--_-)du (5)

When ¢r8 <<Tr, only the n = 0 term is significant and equation (4) reduces to

Pe"_2' (-_) fore8 <<rr (6)

aS ¢-4w

This expression shows that for high signal-to-noise ratios the probability of
error per symbol increases as m increases.

• .
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Differentially coherent phase shiftkey modulation. --Ina system
• that u'es differentially coherent PSK (DPSK), the coherent reference is

obtained by delaying the received signal by the duration of one character
and by noting the change in phase between the delayed signal and the incom-
ing signal. The i th character of an m-ary alphabet is transmitted by phase
shifting the signal by an amount i 2:r/m over that of the previous signal,
The detection consists of computing the angular difference between adjacent
received signals• The angular separation between these signals as repre-
sented on a polar plot may be designated as%b. A decision is made by
selecting the multiple of 2_/m that lies nearest to qJ. This decision crite-
rion is in fact the optimum one to use. The analysis of the ,_ystem is given

in Appendix D.

The mean probability of error per symbol is

rr rr/Z

= _ _') d_ d_]
p I sin_ 1 ZN 0 (l+cos_sin_') exp (I -cost]sin
e T[ =I_/rn _=0 7)

For low signal-to-noise ratios, equation (7) may be expanded directly

in powers of E/ZN 0 to give the following expression to first order,

• ( "o-" " Pe = 1 - " m (8)

4

For high signal-to-noise ratios, Arthurs and Dym (ref. 18) derived an
approximate expression for Pe for m >4. It is given by

P ,_ Z{ - sin >> 1 191

i e mn
For the binary case, equation (71may be evaluated in closed form to give

-- ,,0,
A separate derivation of equation (I0) is given in.Appendix D.

• o-
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Coherent frer".-ency shift key modulation. - In the frequency shiftt

key (FSK) scheme, the iTMcharacter of the signal alphabet corresponds to
a signal at a corresponding angular frequency _i" The signal processing
consists of mixing the received signal with a set of coherent local oscilla-
tors, one at each f_equency_° i, and integrating the resulting signals over a

symbol period. The decision consists of deciding that the received signal
is that corresponding to the largest integrator output. The processing is
illustrated in figure 6. The reference oscillators contain independent,

gaussian, random phase errors denoted by @k" The system is analyzed in
Appendix E.

The probability of error per symbol is given by

"exp[-C] ¢° ][Iie [" 2_ ]m-1, p=l_rrNo)mZ_j_ _ _-_ exp 2N 0 xp

The binary case may be obtained from this expression directly and may be
put into the following form.

1 E
= _-_ exp 0 - cosO dO {re=Z) (lZ)

• Pe Or'_O O ,o

The asymptotic value of Pe for high signal-to-noise ratios may be
derived from equation (11) by letting z be replaced by {t + _ cos 8). The

• last integral then approaches unity forcos 8 > 0 and zero for cos @< O.
The resulting expression may then be evaluated asymptotically when
cos6 •Otoyield

m

[ Zn+l

lira Pe = 2Z ('l)n '_" Z'-_B _) (13)

0._co n= C'

When _rB << Tr, only the n = 0 term is slgnificar, t and equation {13) recluces
tO ".

L,q
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Figure 6. CGherent FSK detection system.

_- Thus, as the signal-to-noise rat_.oincr_-ases without limit, the probability

of error approaches a value thatis independent of m.

; As the signal-to-noise ratio becomes small, there is no simple

i method of obtaining an expression that shows how the probability of error

approaches its limiting value, except when m = 2. The limiting value itself

may be obtained by letting E/2N 0 equal zero in equation (6) of Appendix E.

• R is given by

I
lira P = I -_

• m

4 0 (is) ,
2N 0

as would be expected since each symbol is equallylikelyandonly one can be
cor_'ectlyinterpreted. For the binary case a simple asymptotic expression
is availableby recognizing thatequation (12)is justequation (2)with E

. replaced by E/2. Therefore, the same expansion used in the derivation of
equation (3) may be used for m equal to 2, with the result that for low

signal-to-noise ratios,

| -
• "_- 4

.o

I

9

I
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• Incoherent frequency shift key modulation. -- Under conditions in
which the phase of the incoming FSK signal is not known a priori, squared
envelope correlation detection minimizes the probability of error. A
system for such detection is shown in figure 7. If ziZ is the greatest
signal, then it is assumed that the syT_lbol of frequencyW i was transmitted.
This is the optimum decisio:a criterion. The analysis of tim system is in
Appendix F. The resulting probability of error per symbol is

o.

nl -l

Pe [" (k) exp L4 N O (17)
k=2

For the special case of m = 2, this _xpression simplifies to

P =-_-exp - --
e 4 NO

Figure 7. Incoherent FSK detection system•

Coherent amplitude shift key modulation. - In the m-•ry amplitude
shift key {ASK) scheme, information is transmitted by assigning each of / .
m different equally spaced signal amplitudes to a particular symbol. The
signal alphabet is composed of m sinusoidally varying signals of different "_"
• mplitu.des. It is assumed that E i is the lowest level and E m is the highest
level. As in the other coherent systems, the incoming signal is mixed with
• local oscillator signal &nd integrated over a symbol period as Illustrated .
in figure 8. The decislon_device selects th/_ symbol corresponding to the

• " level nearest the received level. Aplx_,Idix G contains the analysis of

coherent ASK modulation systems.
qr . r'_. ,_ .

• ..._ ?'

?
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Figure 8. Coherent ASK detec:ion cystern.

The local oscillator is assumed to have a phase unceltainty, 0 • The

mean probability of error per syn_bol is given by

_; e m m
II

_ rn-2

i " ® m-1

+ _ k_.AA I -_--_-cos exp dO

1_9)

whe re

= _( 6E (20)m- I)(2m- I)

and E is the average energy per symbol. The limiting value for Pe as the
signal-to-noiae ratio increases without limit may readily be obtained from

equation (19) with the result that as E/N0-_= , the probability of error
be come s

rr'.-|

' E/N 0 -0= m ,J_ 0 O = . O<l -& ZO

18

i
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• When 0-0<< % only the integration over the ranges of O nearest the origin
gives a significant contribution to the probability of error. Under this
assumption the expressions for the probability of error for several specific
values of m can be tabulated:

m=2

m=4

P _e -E1 [_ (_ 0.5851+__. ] , ( 0.7'23/.o.__) + , ( 1.048)]o.(1 (Z2b)

m=8

Pe . _e ae _e ao



. For low signal-to-noise ratios equation (19) becomes

Pe _ 1 (m-l) (2m-1)N 0 exp (Z3)

.Incoherent amplitude shift key modulation. -- When the phase of the
incoming signal is not known a priori, an incoherent system mu_t be used
for detection of ASK modulation. The detection system is a squared enve-
lope detector as shown in figure 9. Following Arthurs and Dym (ref. 18),
the decision rulc adopted is to assume that the signal transmitted i3 that
of the amplitude level closest to the value of z . This decisign criterion
approaches optimum as the signal-to-noise ratio increase-- (ref. 18).
Incoherent ASK modulation is analyzed in Appendix !{.

The mean probability of error is

rn

P = 1 1 2e m P (zc _i I s,) (z4)
i-1

whe r e

@li- 1)A\ 2 Ei
P (z¢ R i [ Si) = I 0 .. •

J t. 3_____ _ /exp + dvi=2, . (m-l)

t"z/JN
a 125a)

2JN

P(z¢R 1 I SI) : v exp - dv = 1 - exp _ (25b)'

P(zeRmiSm) = [co \'Io(v__exp (v z (m'l>_"_ d_o..," J(r.n + NO

- '_ (ZSc)
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• E. = (i- 1)z_z (z6)
I

and A is related to E, the average energy per syn_bol by equation (Z0).

For the binary case, equation (?.4)reduces to

Pe = g _ + g 1 -exp - _I 0 exp _- d_
"J /-E-

(zT)

There appears to be no straightforward n_ethod of obtaining asymptotic

expansions for equations (24) or (27) for high signal-to-noise ratios. How-

ever, Arthurs and Dym (ref. 18) have derived a lower bound on the error

probability that is approached at high signal-to-noise ratios. It is given by

, (<)P --- exp A __ ,,,
e- m N--'O (Z8)

For low signal-to-noise ratios the integrals may be expanded in powers of

. A/N 0 yielding the following limiting form for Pe

• (mq?) _ (Z'm -- _Z _ 0 i

(zg)

• CO_ARATOIt

• |1 .--..... _

Figure 9. Incoherent ASK detection syote,r_. ..::,'_:_i_2!i:
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Model of Array

The results of the single element case were modified to take account
of arrays of elements whose outputs are combined through adaptive receivers
before detection and decision. A number of approximations are made in the
analysis that lead to some particularly simple results.

The analysis was performed under the assumption that the array and '
system are composed of identical antenna elements whose outputs are con-
nected together at a summing point after being brought into phase by
adaptive receivers. A typical channelis shown in figure 10. It was

2:_ assumed that r.k, the noise in each channel, is independent, additive,

_. gaussian noise with zero mean and a flat spectral density, N O. The phase
error common to all elements is denoted by O, a gaussian random variable

_ with zero mean and variance o-02. The independent phase errors in each
_} channel are denoted by [3k and are also gaussian random variables with zero

:_: mean and variance0-132. The phase errors, _k, were specifically treated as
_ arising in the adaptive receiver and'0in the coherent detector (for zncoher-

ent systems 0 has no effect on probability of error). However, the phase

errors may also be considered to be contained in the incident signal as well,
" so that a medium whose phase shift is random was implicitly included in the

analy si s.

An exact analysis _f the probabilities of error could have been carried
out for all systems, but the results would be in the form of multiple integrals
and not very useful for purposes of computation. In any practical operating
situation, it is expected that the adaptive receivers would maintain the _k at
small values so that an approximate theory of the effects of the arraying was
worked out.

ADAPTIVE RECEIVER

I i ., ....

nk(0 COHERENT OR l t
QUADRATURE

....___ DIETECTOROTHER

CHANNELS J--,---I .-""'

L---: ..... -y,

I •

Figure I0. Adaptive array model• -
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, From the analysis in Appendix I, it was found that the results of the
single element case may be carried over to arrays of identical elements of
moderate and large size merely by replacing (E/No) , the signal-to-noise
ratio for each element, with (E'/No') where

t )e E t

g\$: Ai'
i=l

and by replacing ¢0 with 0- where

M

02 = o: + a 2 _ A: (31)
i=l

• M is the number of elements and the A i are the amplitude weighting coeffi-
cients of the element excitations normalized so that

M

Ai -- 1 (3z)
i=l

The results for the single channel cases can, therefore, be carried !

over directly to arrays when M is large and/or _ is sufficiently small.

Numerical Results for Probabilities of Error

Probabilities of error for aU modulations ,dlscussed, except incoherent
ASK, were computed and are presented in graphic form. The abscissas of
the graphs are labeled in terms of effective signal-to-noise ratio as given by

equation (30). ...

Q -"
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, Coherent phase shiftkey modulation. -- The error probabilities per
symbol are presented in detail for coherent binary PSK. Rms phase errors
of 0.0, 0, 70, 0.40, 0.60, 0.80, and 1.60 radians are included. They are
shown in figure Ii. Error probabilities per symbol for coherent m-ary
PSK are shown for m = 2, 4, 8, and 16 and for two values of rms phase

err.jr, 0.20 _nd 0.40 radian, in figure 12. It can be seen that the probabil-
ity of error per symbol increases rapidly as m increases. It can also be
seen that a given phase error degrades performance more as m increases.

T:_is result is as would be expected, since as rn increases, the signal points
are moved closer together in signal space.
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Figure 11. Average_rror probabil-
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Figure lZ. Averase error probabil-
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• PSK modulation for
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Coherent frequency shiftkey modulation. - Figure 13 shows curves of
the probability of error per symbol for m-ary coherent FSK modulation with
an rzrlsphase error of IT/8radians. The curves are shown for m = 2, 4, 8,
and 16. Thc m = 2 case was evaluated from the binary coherent PSK case.
The remaining curves are approximate. Their limiting values for high and
for low signal-to-noise ratios were computed, and values for intermediate
signal-to-noise ratios were estimated from the shape of the binary curve.
On a probability of error-per-symbol basis, binary modulation is superior.

Coherent amplitude shiftkey modulation. --Curves of probability of
error per symbol for binary coherent ASK modulation are shown for rms
phase errors of 0.00, 0.20, 0.40, 0.60, 0.80, and 1.60 radians in
figure 14. - Curves for m-ary ASK with m = 2, 4, 8, and 16 and with rms
phase errors of 0. 0, 0.2 and 0.4 radian are shown in figure 15. From
these curves it may be seen that coherent ASK degrades more rapid]y with
increasing phase errors than does coherent PSK.
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Figure 15. Average error probabilities for coherent m-ary ..
ASK modulation for various rms phase errors.
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. Differentia)ly coherent phase shift key I:mdulation. - Error probabil-
ities per symbol are shown in figure 16 for DPSK modulation. Since I)PSK
is not affected by phase errors, the curves are valid for any phase error
and do not exhibit a limiting value at high signal.-to-noisc ratios. As with
the previously discussed systems, binary systems minimize the probability
of error per symbol.

"ncoherent frequcnc Y shift key modulation. -- Probabilities of error
per symbol are shown for m-ary incoherent FSK modulation for m = 2, 4, ,,
8, and 16 in figure 17.

Incoherent amplitude shift key. modulation. --The probabilities of
error for incoherent ASK have not been compv, tcd. Computational difficul-
ties have precluded accurate calculations for this modulation.

Word Error Probabilities and Bandwidth Efficiencies

of Various Modulating Methods

The results presented in the preceding section show the probability
of error per symbol of various modulation schemes. A comparison is made
of error probabilities of m level codes for various values of m. These data
are necessary for determining ti_e preferred modulation scheme for given

IO
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Figure 17. Average error probabilities for incoherent
" m-ary FSK modulation.

i.
operating conditions. However, these error probabilities are computed with
the side constraint that the transmission of each symbol, or character,
involves the same amount of energy.

In the comparison of information channels, it is desirable to compute
the probability of error per bit or per word. With a constant data rate

constraint (i. e., for a given data rate) and with fixed available average

power, an m level symbol wi/l be permitted (Ig2m) times more energy
than a binary signal since it carries that much more information (or bits).
The earlier curves would have to be translated along the abscissa by
(Igzm) towards the origin to obtain modified curves that represent the
constant data rate con=traint.

The expected wo;'d length is another factor that shou/d be taken into
consideration, however, before a reasonable comparison can be made
between the various modulations. Since most transmissions will involve
words longer than a single bit, it is of interest to compare word error
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probabilities for various modulations. The error probability for a word
• ofn bits transmitted by means of m-ary symbols can be obtained from the

m-ary symbol error probability as follows;

] n/lganlPe(n bit word) = 1 - 1 - P (m-ary symbol) (331e
..

where the transmission utilizes the(n/lg2m ) extension of the m-ary alphabet.

Figures 18 and 19 present plots of word error probabilities using
the above driteria as'modified from previously calculated symbol error
probabilities. The abscissa is Eb/2N 0 where E b is the energy" per bit.
Computed results are given for PSK coherent, DPSK, FSK coherent and
incohei'ent, and ASK coherent modulations. The set of five _,raphs in
figure 18 assumes a 4-bit word size, which is common for telemetry
transmission. The graphs in figure 19 assume a 10-bit word size,
which is common for command transmission.
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Figure 18. Word error probabLl_ties for a constant word rate
"" t_or 4-bit words £or various modulation systorns.
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Figure 18. --Continued.
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, A further consideration of importalice in the comp,.ri.,on of inforrr._a-
tion channels _ that of b'_ndwidth. Usually the attempt is to minimize the
bandwidth occupancy of a channel (ref. 19) or maximize zts bandwidth

efficiency (ref. 1S). The definition of bandwidth occupancy is given as the
ratio of the bandwidth required to transmit the zhosen modulation in a

given time and the data rate in bits per second. Channel etliciency is the
inverse quantity:

R
r- z'--_ (34)

where R = lg2m/T bits per second and 2B is the Nyquist transmission rate ""
which relates to the time duration of the signal. If it is assumed that a
passbartd B = (l (8�È�°�(a>0)is adequate to transmit a pulse of duration T
(ref. 3, p. 60), then

lg2m

r - Z(1 +a) (35)
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Figure 19. - Concluded.
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This bandwidth efficiency applies to PSK and ASK modulation schemes in
which the number of levels does not affect the number of pulses per symbol.
Equation (35) would not be correct, for example, for a binary coded m level
alphabet.

In FSK modulation, the required bandwidth i_creases linearly with m.
The minimum frequency separation to maintain orthogonality of symbols is
1/T for incoherent FSK. The total bandwidth required is thus

B _ T (36)

and

lg 2m

r - 2(re+a) (37)

For coherent FSK, the frequency separation required to maintain
orthogonality is I/2T. Thus, the bandwidth is given by

m+ 2a
B - 2T 138)

I

and

• lg2m
r = (39)

m+2a

The bandwidth separation requirements for the coherent and incoherent
FSK modulation schemes are discussed in Appendix ,1. It is apparent from
that discussion that the PSK and ASK systems are far more efficient than the
FSK ones for increasing m. The probability of error, however, rapidly
increases with m for the PSK and ASK systems while the reverse is true for
the FSK. (See figures 18 and 19. ) Thus the modulation schemes to be
preferred depend on the criterion chosen as well as on m.

Another modulation method, the biorthogonal, should be mentioned.
A biorthogonal signal set can be obtained from an orthogonal set by
augmenting it with the negative of each orthogonal signal The best
application of biorthogonal signals is in the transmission of words of ,:

, increasing lengths, i, £., word lengths of several bits. These signals
are Irn_ortant here because the use of biorthogonal _.odes doubles the

.... ,._,.:._-:'_:_-.,..,.
F _

• "...... ' " ".... " '" "..... "
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number of available levels from those of orthogonal codes without increasing

the required bandwidth. Therefore, a biorthogonal set providcs the advan-
tage of reducing by 50 percent the bandwidth requirements compared with an
orthogonal signal set of the same number of levels. Moreover, this
reduction is accomplished without increasing the probability of error, In
fact, it can be shown that the biorthogonal code results in smaller mean
probability of error than the orthogonal code (ref. 19). In the limit of
large m, the probabilities of error for the orthogonal, biorthogonal, and
transorthogonal (which is the optimum} codes approach the same level
because for these codes the correlation coefficients between two signals

approach zero for large m. For the orthogonal code it is rero by defini-
tion for all m.

In the context of bandwidth efficiency, the coherent FSK could be
easily converted to a biorthogonal system with a consequent bandwidth
requirement given by

m+4a m ->.4 (40)
B - 4T

and

. 2 lg2mr = (41)
m+ 4a

J

For the case where rn ._s equal to 2,

1 + a (4z)B ... .,,
-T

Equation (42) gives the minimum bandwidth for transmission of a pulse of
duration T. It is evident that the bandwidth for a binary biorthogonal sig-
nal set would be identical with that of binary PSK; in fact, the two sets are
identical.

In Table 1 the signal-to-noise ratio in energy-per-bit per noise-
spectral-density and bandwidth requirements are listed for the transmission
of a four-bit wood with an error probability (bound) of 10 "4. A constant
data rate is assumed for all modulation schemes considered. Because of

this assumption, the integration time for an m level symbol will be (Ig2m)
times larger than that for a binary symbol, with a consequent reduction
of bandwidth for the m level symbol. The bandwidth B is given in

4D *_

. .., -' :.: j_:-_:.-,: "., .
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TABLE 1.-- BANDWIDTH AND SIGNAL-TO-NOISE RATIO REQUIREMENTS
FOR VARIOUS MODULATION SCHEMES

Modulation System Eb/2N 0 B

PSK binary 10 6.-

PSK 4 level 9.5 3

PSK 16 level 50 1.5

FSK (incoherent)':"binary 17.8 I0

FSK(incohere_{t) 4 level I0 9

FSK (incoherent) 16 level 5.6 16.5

FSK (coherent) binary 17.8 6

FSK (coherent) 4 level I0 5

FSK (coherent) 16 level 5.6 8.5

Biorthogonal':":' binary (= PSK) 10 6

Biorthogonal 4 level 1O 3

Biorthogonal 16 level 5.6 4.5

• ASK (coherent) binary I6 6

ASK (coherent) 4 level 58 3

• ASK (coherent) i6 level i.5

DPSK binary i 0.5 6

DPSK 4 level i6 3

DPSK i6 level i.5

*The difference between signal-to-noise ratios required for co-
herent FSK and incoherent FSK has been ignored in these calculations.

**The biorthogonal set considered is an FSK (coherent) set aug-
mented by the negatives of each orthogonal signal.

............................................ __o. _f ....

multiples of I/T, where T is the word duration. The value of a has been

taken to be I/2, and E b isthe energy per bit.

A's may be seen from the table, the lowest signal-to-noise ratio
required is that of the 16-level orthogonal or biorthogonal set. The band-
width requirement 18 iowost for the 4-level biorthogonal set and the 4 level

, PSK, DPSK, and ASK sets. If equal weight were given to signal-to-noise
ratio and to bandwidth, the 16-1evel biorthogonal and 4-level PSK would be
the optimum choices.
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It may be claimed that the comparison in Table 1 between the various
" modulation systems is somewhat unfair to low level systems such as the

binary. The reason for this apparent unfairness may be seen from the fol-
lowing considerations. Suppose a sequence of M 4-bit words is transmitted
by means of both binary and 16 level systems. In the 16 level system, each
symbol corresponds to one word. Consequently, each symbol error is also
a word error. In the binary system, four symbols are required to complete
a word. .. Therefore, in the binary system it is possible that four symbol
errors could occdr and still result in only one word error. For this reason
the average word error is somewhat lower in the binary system than in the
m-level system for equal symbol errors in each system. This superiority
of the binary system from this viewpoint is really only apparent, however,
since in general the errors will appear in random groupings; for very small
probabilities of error, such as i0 -4 , it is much more likely that each error
in the binary system would occur in separate words, thereby resulting in a
word error for each symbol error as in the 16 level code. Consequently,
the apparent possible reduction of error probability of the love level codes
due to these considerations has been ignored.

Relation between Signal-to-noise Ratio and _ s
Phase Errors in Phase-locked Loops

• In the presentation of the probability of error curves, it was assumed
th._t the signal-to-noise ratio and rms phase errors were independent• This
method of presentation was convenient because it did not require the postula-
tion of a model for relating the two quantities,

In actual practice, (E'/2N_) and • are not'independent but are related
in a manner that depends on the "configuration and the parameters of the
phase synchronizing loop. When the signal-to-noise ratio in the loop is high,
the _ms phase error will be small; and when the signal-to-noise ratio in the
loop is small, the rms phase error can be significant. Charles and Lindsey
(ref. 20) have investigated the relationship between loop signal-to-noise ratio
(P/2NoBL) and the rms phase error for a loop of the type shown in figure 20.
The quantity B L is the equivalent noise bandwidth of the tracking loop (one-

sided);_i.e., noise power is 2NoB L, Ps is the power in the signal, and N O
is the two-sided noise spectral density. The investigation indicates that
for signal-to-noise ratios in the loop greater than 9 db, the probability den-
sity function of the phase error is gaussian with variance equal to the inverse
of the loop signal-to-noise ratio.

As an illustration, a binary PSK system that uses the information
signal s.quared to provide a phase reference (refs. 21, 22) was considered;
the discussion is presented in Appendix K. In brief, the variance of the
reference phase is given by ....

.= [2 ee_ge_cl¢M+l} z \ Z, /J•/= BLT +\.z,/
38 ...... .'

• '" . .'" ' ,._ _'- ,' , a
• , . ,;. -., : " ,:",._._:'_-_..4h_
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Cl

AMPLIFIER

Figure 20. Loop filter for proportional pills integral control.

where M is the number of elements in the array. A graph of this equation
is shown in figure 21a for two combinations of parameters. It is evident
that for cor,_blned signal-to-noise ratios of interest, the resulting rms
phase errors are so small that they have little effect on the probability of
error. Thus, except for low signal-to-noise ratios, the system will
operate very close to the zero phase error limit.

The preceding results are quite pessimistic in that it was assumed
that the phase errors in the individual element signals and the phase error
in the coherent detector were indepez_dent and, consequently, that their
variances added directly. However, this condition does not exist since
the reference signal as well as the information signal is derived from the
sum of the element outputs. As a consequence, the reference signal has

• the same phase error as the information signal except for an additional
error that results from noise in the sum signal. This latter error is the
only one that affects the detection process. It may be computed directly

" from equation (K-6) in Appendix K. The resulting rms phase error is
shown in figure 21b. It is evident that the rms value of the phase error is
much smaller for this case than in the case in which the phase errors are
assumed to be uncorrelated.

Analysis of a Specific Retrodirective System

The operating characteristics of a particular retrodirective configura-
tion are presented in this section. The analysis is given in Appendices L
through O. The system considered uses phase inversion by mixing and is
shown in figure ZZ. An incoming information signal and a pilot signal are i

converted to an intermediate frequency, amplified, and diplexed. The |
pilot is amplified and used as a reference signal with which the informa-
tion signal is mixed to yield a second intermec]iate frequency. This last "
mixing operation removes the interelement phase shift. The signals from |
all elements are then combined and fed to a common receiver. The pilot
,signal i8 alsO) mixed with the transmitter signal to supeAdmpose on the
transmitter signal the phase angle required to send the s_gr_al in the direc- ,:

• tion from which the pilot arrived. The incident signal was assumed to

....... 39 i

1967026773-044



I I.OI.O C T "T I I
BI • BANDWIDTHOF INFORMATIONCHANNEL_ --- Bi • BANDWIDTHOF INFORMATIONCHANNEL --
BL= BANDWIDTHOF TRACKINGLOOP- _ BL= BANOWlDTHOF TRACKINGLOOP
T SYMBOL DURATION T • SYMBOLDURATION

SIGNALUSEDAS REFERENCE _ SQUAREDSIGNALUSEDAS REFERENCE

t\
O.I _ "_ OI _

i o_ \ - o_ _ _Z'l_.T-,O':

• l rlI,T" I0 _

,,_aLT•m-4 "

o_. x '_ _ .,_*'_-""'
• 4 4 '"

8 | "_

GO00i I I I )004 ! I I

S IS IS M S IS 16 M

IIGNAL-TO,.NOIE RATIO,.l_, db IGNAL-T0-1..01S[ RATIO.._, 4.

Iq.IAK [Im0RS ASSUt_O tNOF.RN0(NT IltttS[ [MOM _

Figure Zt• Expected rms phase errors from adaptive arrays•

0 •

4O

]967026773-045



6

SIGNAL
AND PI_OT

R-F DIPLEXER

LOCAL TO OTHER
OSCILLATOR E'LEMENTS

POWER ?I-F
DIVIDER A'#dPLIFIEN R-F ..

AMPLIFIER

I-F
,.PLEXER

PPILOT I-F
SIGNAl AEK_LIFIER

|NO l-F, FROM OTHER TO OTHER
ELEMENTS /fLiNTS

ADDER TRANSMITTER

_ UNO-PAS$
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Figure 22. Retrodirective array using phase inversion by mixing and
gi-:ing array gain on reception.

consist of an information signal that may be amplitude and phase modulated
and an unmodulated pilot signa) that is at a frequency near that of tl_einforma-
tion signal carrier frequency. The ana.lysisassumed that the noise is randon_ •
and gaussian with a flatspectram over the frequency ranges of interest, that
the noise in the information channel is independent of the noise in the pilot i
char.nel, and that the signal-to-noise ratios are established by the first i-f

amplifi • r. i

Error probabi_ty analysis of syste ,rr. using phase inversion by
-- The determination of the percentage of error in interpreting |

f a .number of possible messages was sent requires a knowledge of
the joint probability density function of the pertinent message parameters.
Zn the following sections the problem is considered for a system of the type
dbsc ribed above.

For the consideration of error probabiiities for a specific coding
scheme, the signal out of the second mixer of the system in figure Z2 must

' be examined. There is _tn added complication with phase inversion systems,
however, in that the signal ol interest contains'products of pilot channel

• /
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noi.,:e and inforn_ation (hannel noise. These products are not gauss! n.
Furlherl,_ore, t,_ey arc pot independent of the other nois, ter, _ so t_'_t
the evaluation of the probability density functions is not a simple n_atte_.
Some simplifications are possitole. For exa_nplc, the integrations ,_r the
signals n_ay be approximated by s,a_s of te.n_s which, if selected -.t the
proper s:tn_pling points, are independent.

When the interval of integration contains a large number af indepen-
dent sampling points, the probability density function of the integral
approaches a gaussian distribution. Furthermore, the noise term= consist
of the sums of the independent noise terms from M channe,s, 2u**._'.,-, .on-
tributing to the gaussian nature of the density /uacti:n. The main departure
of the density function from a precisely gaussian function occurs in the tails
of the function. The region near the peak wili be a good approxin - t:.on to
a gaussian function. For low signal-to-noiso ratios the error is determined
mainly *,y the region of the peak, and use of a gauss'an approxim,_ti.:_-- should
yield a reasonable e¢timate of the probability of error. Conversely, _or
very high signal-to .,oise ratios, the tails of the density functions arC
important in determi'_ation o.: error probabilities. However, in this case
the nongaussian terms in the signal l_ecome smuU and so have !itt" :f(ect
on the probabi!ity of er,ur. Consequently, the assumption of a gauss ,.,
density function for the. Poise te_ms.should lead _-_ a reasonabl_: estimate
for the probabilities of error for systcrr'..s of the phase-inversion-by-mL--;ug
type.

- " The u_¢ of gaussian statistics far the noise outputs of the integrators
makes it possible to carry over the probability of error results already
obtained for the arrays with p'.,_ase-locked l oop_ and, with some rnodifica-o

_ tion, appl_ them to phase-inversion arrays. The analysi_ is presented in
i. Appendix L and the results of analysis are summarized here.

For phase =.,d/or frequency-modulated system:s, the n,_an prc,babil-

of err)r n.ay oe determined merely by repx,_cing K'/N_ by BZ/_ l where
B z and 0-2- a re giv __nby

(49a)

M aB.T>>l

- 4" NO =1 Em £pn _'_ R0"aBi a<ll (49b)

$

t
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M 1 {49c}
- 4 N0 = I E.In2aB.TI + = I Epn + TN0_BiT B.T>>II

In these equations Ein is the energy per symbol in the nth element receiver

and E p n is the pilot signal energy in the same receiver during a symbol
duration, T. The symbol a is the ratio of the pilot channel bandwidth, Bp,
to information channel ba1Idwidth, Bi.

In systems that use amplitude modulation, the value of Ei varies from
symbol to symbol and consequently, because of the form of 02, i{ also
var,es from s-_-nbolto symbol. As a resdlt care must be taken to use the
correct values for o-2in computing the mean probability of error from the
equations in the discussion of coherent and incoherent ASK modulation in
the earlier analysis of systems that use phase-locked loops.

Comparison of phase-inversion systems and phase-locked systems. --
For phase or frequency-modulated systemics a comparison of the error
performances of self-steering arrays that use phase inversion by mixing
._nd those that use phase-locked loops is readily made by comparing the

quantities lg'/N O' and B2/_ 2 for similar operating conditions, i_. e_. , the
same incident powers, the same arra}- sizes, etc. It has been found that
for operating conditions such that in the phase inversion system

I , a < 1 (50a}
|

• (_B.T >> 1 (50b)
1

then

I E'
BZlo -z=-_- /N O (50c)

That is, for the conditions specified, about four times as much power must
- be provided to the phase inversion array as to the phase-locked loop array.

For operating conditions such that

I
a B.T <-- (51a)

1 _r

" B.T >> I (51b)
I

the performance of the phase inve1sion system approaches that of the phase-
locked system.

lr
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, Signal-to-noise analysis of phase-inversion system.--As an example
of thc values of BZ/_Z that might be obtained in an operational system, the
following configuration was analyzed. The system consisted of a 20-watt
C-band transmitter and a 4-foot transmitting array on an orbiting bus, and
a one-foot-square aperture of retrodirective modules on a landing capsule.
The number of modules assumed was sufficientto prevent formation of
grating lobes when the required coverage angle was a cone of half angle

0m. It is given by
A

M = _@ (1+ sinOm )2 (52)

where A is the area of the array.e

It was assumed that0m = 70 degrees.

Transmission distances of 4,000 miles and 12,000 miles were used,
and the output was divided between signal and pilot to rnaximize B2/0r2 at
the capsule receiver. Receiver noise figures of 6 db. '2 db, and 10 db were
used and a bit rate of 106 bits per second was assumed. At the frequency
of interest (6 GHz) the wavelength, k, is 0. 164 foot. An effective receiving
antenna element temperature of 100°K and a transmitting array efficiency
of 90 percent were assumed. The latter assumption yields a transmitting
antenna gain of 37.2 db.

Figure 23 shows computed values of B2/0r z for various _/alues of m as
a function of_. The curves are shown for 0<a<10-3 but values of B2/o -2

are given for the limiting case in which the pilot bandwidth equals the
information channel bandwidth (_---1). The information bandwidth, Bi,
was adjusted so that BiT = 5, where T.is the symbol duration. Since the

• bit rate was constant at 106 bits per second, T is given by

T = lgz(m ) 10 -6 (53)

and consequently,

5xlO 6
B. - (54)

lg 2 (m)

-3
For a between 0 and 10 these parametric values correspond to pilot
channel bandwidths between 0 and 5000 Hz. Narrow pilot bandwidths can
be used if the incident doppler is tracked by the local oscillator. It is
evident that there is not a large change inB2/_r2 over the range of a from

0 to lO "3, but for wide band pilot channels B /2_I_'°'--1)the degradation ofB2/cr2 is significant. The improvement in for increasing values o£
m results from the longer symbol duration obtainable for larger m since

, the bit rate is held constant. The curve of figure 23 can be used in
........ • .... _ ..............

4
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conjunction with the curves of figures 11 through 14, 16, and 17 to
• determine probability of error per symbol by replacing E'/N_ in those

figures with B2/0-2,

Signal-to-noise ratio of reradiated signal. --In retrodirective opera-
tion of the phase-inversion type, the signal-to-noise ratio of the transmitted

signal will be affected by the signal-to-noise ratio of the received pilot when
the system is operated as a linear device. An analysis of array operation
was carried out for the derivation of an expression for the resulting signal-

to-noise ratio of such a transmitted signal in terms of the properties of the
system. From this analysis the following expression for transmitted signal
and noise was obtained:

,-

n

¢ ( a �on)This expression is necessary in evaluation of the performance of a

communication link from the self-st'eering array back to the pilot source.

B

".4

p °° .

m m
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CONCLUSION

Analysis of Results

D_ring the course of this study, the applicability of self-steeril,g
arrays to planetary probe missions has been considered. A considera-
tion of possible mission requirements indicated that self-steering arrays
that use phase inversion by mixing may be applicable to the lander-
bus communication link because of the relatively short distance involved.
Phase-locked loops xviih their extremely narrow noise bandwidths will
probably be required for the bus-earth link be.cause of the large trans-
mission distances and corresponding low signal levels. Effort has been
concentrated on determining the performance capabilities of both types of
self-steering arrays when used with various digital modulation schemes.

An anaiysis was made of probability of error in the detection of m-ary
digitalmodulation signals. The analysis included the effects on the error
probabilities of additive gaussian noise and of phase errors in the incoming
signal or in the reference oscillator. The modulation systems analyzed
were m-ary coherent PSK, differentially coherent PSK, coherent and
incoherent FSK, and coherent and incoherent ASK.

, The analysis of the probability of error was extended to include the
effects of arraying a number of channels through adaptive receivers,
i._e., the effects of an adaptive self-steering array. It h_s been shown

• that for large _rrays the results for single channel sy_Lems can be simply
modified to account for the effects of the array. The modifications are
merely a change in the effective signal-to-noise ratio and a change in the
rms phase error in the signal.

Curves showing the probabilities of error per symbol versus energy-
per-symbol per noise-spectral-density were presented for all modulations
except incoherent ASK. Computational difficulties have precluded accu-
rate calculation for this modulation. As expected, in the abs._nce of
pha-_e errors, binary coherent PSK modulation yields the smallest proba-

l bilityof error for all signal-to-noise ratios on the above basis of com-
parison. However, in the presence of phase errors that do not vary !
appreciably during the time duration of adjacent symbols, _i.e., slowly i
varying phase errors, DPSK appears to be the best. When rapid fluctua-
tions occur, DPSK systems would be degraded'more than incoherent
systems. In that case binary incoherent FSK will become superior to
DPSK.

,Wt

These conclusions were based on the probability ot error per symbol
as a function of energy-per-symbol per nolse-spectral-denslty. In the
binary case this value is _he same as the probability of error per bit.

, A more significant basis £or comparison of modulation tc,',hniques is the
• probability of error per word for a given information rate. Use of this ........ :

• o , 0 ..,._'" "_'J_...
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. parameter requires a consideration of coding techniques as well as of
modulation techniques. Curves of word error probabilities versus energy-
per-bit per noise-spcctral-de,_sitywere presented for 4-bit and 10-bit
words transmitted using PSI< coherent, DPSK, FSK coherent and incoher-
ent, and ASK coherent modulations. The curves were computed on the
basis of a fixed data rate. From the curves it appears that 16 level FSK
coherent is the best in the absence of phase errors and FSK incoherent is
the best in the presence of phase errors. However, consideration of band-
width requirements may negate these findings since FSK requires a
greater bandwidth than other modulations and bandwidth may be more
important than power requirements. Therefore, a combination of power
requirements and bandwidth requirements must be considered in the selec-
tion of the optimum system for any application. This consideration shows
that of the cases considered, a 16-level biorthogonal FSK system appears
to be quite attractive.

The problem of determining the probability of error when employing
a system that uses phase inversion by mixing was examined for various
digital modulations. It was shown that by proper modification of the ratio
of the energy-per-symbol to noise-spectral density, the results of the
analysis of adaptive arrays can be applied to the phase-inversion array.
This result depends on making the approximation that in the phase-inversion
system the noise is gaussianly distributed. The study showed that in the
absence of fading and multipath propagation, the adaptive systems are

generally superior to the phase-inversion systems with regard to error
= , probabilities; th_ performance of the latter approaches that of the former

when the pilot bandwidth can be made sufficiently small.

" The signal-to-noise characteristics of a self-steering system that
uses phase inversion by mixing were analyzed. The analysis considered
a link from an orbiting bus to a landing capsule as the example for calcu-
lations. T_'ansmission distances oi4000 and 12,000miles were used. A

self-steering array on the lander was taken to be 1-foot-square with ele-
ment temperatures assumed to be 100°K. Correlation of element noise
was neglected. Receiver noise figures of 6, 8, and 10 db were used for a
system operating at 6 GHz. The transmitter on the bus supplied a total of
20 watts to a 4-foot diameter array that was assumed to be 90-percent
efficient. The signal-to-noise ratios were computed for the system as the
ratio of pilot channel bandwidthto information channel bandwidth was

varied between zero arid unity for an information rate of 106 bits per
second.

!

An expression was also derived for the signal and noise radiated by
| the retrodirective system• The noise in the radiated signal results from

i the ,,¢A_ !.- *h: _:'__="=_Z,,_! which is used to steer the transmitted signal.

The expression is necessary in evaluating the perlormance of a communi-
cation link from the self-steering array to the pilot terminal.

p **

qt
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Recommendations

As a result of the studie conducted on this contract, the basic
operating characteristics of s_1f-stecring arrays of the adaptive type and
the phase inversion type have been determined. Their applicability to
planetary probe missions under favorable oi_ :ating conditions has been
established. However, in a typical mission environment, conditions may
not always be favorable and the performance of the systems under more
adverse conditions remains to be evaluated.

One of the most important items to bc considered in the design of a
planetary probe communications system is the multipath problem. In '
general, the signal proceeds along many different paths from transmitter
to receiver so that the received signals on each path differ in all of their
parameters, particularly in amplitude and in time delay. The two most
significant effects on digital communications systems introduced by
multipath transmission are selective fading and intersymbol interference.
Selective fading occurs because the signals that have traveled the various
paths add withdlfferent phases. Since the amplitudes and delays are
time-varying, large variations of signal strength can be observed at a
single frequency as a function of time, or equivalently, variations in signal
strength can be observed at a given time as a function of frequency. Inter-
symbol interference occurs because of the different time delays along the
various, paths in the multipath structure. The information-carrying

• modulation may, therefore, be badly distorted by the superposition of
(already distorted) modulation waveforms with randolnly varying ti,nedelays.

• There is a growing literature concerning rnultipath problems, and in
attempts to counteract the effects, a number of techniques have been
devised. These include various modulating schemes such as single side-
band transInission, synchronous modulation methods', various types of
diversity reception, and coding. One of the most interesting and sophis-
ticated methods employed has been the RAKE system (ref. 23). In this
system, it is zssumed that there is a discrete number of multipath channels
and that the signals along each of these channels can be isolated in tbe
receiver by the transmission of an appropriate wideband signal. The
isolation is accomplished by means of techniques of correlation detection
that tend to isolate wideband signals that have different delays. Each of
these separate signals is processed in such a way that it is given an
optimum weighting c_fficient and phase shift or time delay so as to
compensate for the medium effects. However, to accomplish this desirable
objective, the system must measure the properties of the medium: i.e.,
it must determine the optimum weighting and appropriate delay from mea-
surements of the response of the medium. If this determination is possible,
then the RAKE system is probably close to optimtfm. However, reasonably

--high SNR's are required to yield the irfformation rate needed to supply the
.... necessary information regarding medium variations. It is quite possible

: ..... that the information rate required to yield the necessary medium properties
, will exceed th,_ in/ormation rate of the elgnal transmission (ref. _4).

0 , ' :7_
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If the signal-to-noise ratio is low, the information .capacity of the channel

becomes so small that the receiver is denied the required information
concerning ,uedium variations, and systems such as RAKE cannot operate
properly.

In addition, deep space probe communications systelns, particularly

for planetary missions such as the Mars probe, have multipath problems
which are uniquely different fron_ those encountered in ordinary communi-

cations systems. One of the major differences concerns the communica-

tions systenl geometry. Not only is the col_munication link for space
probes of great ler.gth, but the multipath problem itself is strongly affected
by the presence of a planet adjacent to both the bus and lander. In ordinary

con_lnunications systen_s, the multipath structure .esults from scattering, ..

tropospheric stratification, ionospheric (plasnla) effects, etc. In space
probe communications systems, there is the principal additional earth-
planet-bus path for the bus and the bus-planet-lander path for the lander.

These additional paths may be of far greater significance than the large
nun_ber of paths within an ordinary medium. Medium effects will occur

because the transmitted signal must pass through the earth's and/or the
planetWs atn-iosphere, and they will occur on both the "primary"(i.e.,

earth-bus or bus-lander) path and the "secondary" (i.e., earth-planet-bus
or bus-planet-lander) paths.

The secondary path yields a very complicated received signal because
of the complicated character of the reflection from the planet's surface. A

, smooth'surface yields a predominantly specular reflection while a rough sur-

face yields a predor,_inantly diffuse reflection. It is expected that the reflec-

tion from a planetary surface would have components of each type.

• Essentially all of the planet's surface that is capable of intercepting radia-

tion from the transmitter will be illuminated. Although the planet

will appear as a point to a transmitter on earth, it will appear to the

receiver in the bus or lander as a very large, extended, reflecting surface
containing multiple (nearly specular) reradiating sources superimposed on
a noisy background arising from diffuse reflection from much of the planet.

The unusual, n_isy, multipath structure as seen by the receiver is
further cornplicated by the fact that the receiver is moving relative to both

the planet and the transmitter. This relative motion gives rise to com-
plicated doppler and other derivative effects. Indeed, depending on the
orbit of the bus, it is possible that the direct path to the bus from the trans-

mitter will be cut because the planet will intercept the line-of-sight between
the earth and the bus. When this interruption occurs, some communications
xnay continue for a short period as a result of diffraction effects as the bus

disappears behind the planet. These effects, however, should be very small
at the extremely high frequencies envisaged for use with such a systen,.

The'conductivity, as well as the geometry, of the reflecting surface

is also of importance in determination of the nature of secondary reflec-

tion_. This conductivity is in general unknown, but probably will vary
. randvmly as a function of the portion of the surface being illuminated.
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Glenn and Liebernmn (ref. 2.5) have con,pared several digital n_dula-
tion schmnes in single-channel systel_s operating in a fading and jan_ning
environment. As might be anticipated, their results indicate that in scv_.re
fading and jamming environments, coherent systeJ_s s_lffer the greate,_t
degraclation and incoh, rent systems ultimately becmne s-,.pci'ior in terms of
probability of error. Since serf-steering antenna systems Inay b.- affected
i:lifferently by multipath environments, tbeir performance under such condi-
'tlons will be investigated during the second phase of the present contract.

The study will include a comparison of the relative performance of
self-steering systems using the following modulations: m-ary PSI( coher-
ent, DPSK, FSK coherent, FSK incoherent, ASK coherent, ASK incoherent.
The self-steering systems that willbe studied include those that use phase
inversion by mixing and those that use phase-locked loops or other stroller
techniques to obtain self-steering characteristics.

Since a self-adaptive system may be desirable for the bus receiver on
the earth-bus link, it is important to determine the effect on the input to the
tracking loop of the relationship between the probability distribution of the
reference phase (in particular, its standard deviation) and the signal-to-
noise ratio, multipath effects, etc. Although a number of analyses have
been made of the effects of certain kinds of noise on frequency and phase
tracking loops, the joint effect of noise and multipath effects of the type
expected to be encountered by the probe requires investigation.

, CJuce the loop is locked-on in its dependent variable (for example,
frequency, pha._e, etc.), then the antenna array will automatically adjust
its amplitudes and phases to lock-on to the transmitted antenna beam in

• space. The loop lock-on capability Is a function of the same parameters
as the loop tracking capabilities, and both problems should be investigated
when the systems are operating in a rnultipath environment. Such things
as lock-on probabilities and the probability of loss of lock will be
considered.

A very important problem that is related to loop lock-on is the
communications blackout that may occur when the lander enters the plane-
tary atmosphere. The employment of high microwave frequencies or
millimeter-wave frequencies on planetary probes would be advantageous
since high-gain antennas could be used and would tend to alleviate the
problem. Utilization of millimeter waves with self-steering systems is
contingent on the implementation of self-steering techniques at these
short wavelengths. Consequently, in order for a realistic assessment
to be made of millimeter-wave self-steering arrays for application to
planetary probes, it is necessary to study the trade-offs between the
advantages of increased directive gain and improved capsbility to

t -"
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withstand blackout during entry versus such characteristics as system
• weight, increased losses, higher receiver noise figures, and reduced

power generating capabilities that are encountered at millimeter-wave
frequencies.

Antenna Department, Aerospace Group
Hughes Aircraft Company

Culver City, California, 21 July 1967.

7

I ,

i



APPENDIX A. TtIE SIGNAL SPACE CONCEI>TS

Any finite set of wavefc, rms of duration T, say Sl(t), Sz(t ) .....
Sin(t), can be represented as _' linear combination of k orthonormal w;tvt,-
f,_rms :_l(t), _pz(t), .... CPk(t), where k-< m (ref. 151. Thus

k

Si{t) = _ aij Vj(t) i = l, 2, ..., m (A-l)
j=l

V,']l l' 1"@

T

. aij ffi / Si(t ) cpj(t) dt (A-2)

and

¢Pi(t} ¢pj(t) dt = 6ij (A-3) i

where 6ij is the Kronecker delta. The subscripts in equations (A-!) through(Ao3) reler to coordinates in ,.ignal space, where the signal space is defined
by a k-dimensional Euclidean orthogonal coordinate system. Thus, the
numbers in equation _A-2), where j runs from I through k, are the k
coordinate projections of the signal point S i on a k-dimensional Euclidean
space. The coefficients aii in equation (A-Z) may be computed by means of
a series of product intc_raV.ors.

If each si_lal waveform is transmitted with equal probability and if the f

received slgnJl is perturbed by additive, stationary, white, z_ro mean, Igaussian noise, then for the case of coherent detection the decision rule
, which selects the message point closest to the received point minimizes the

probability of ,_rror. The detector that makes use of tb_ts decision rule is

,. _ _:_?_._..,
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• calh-'d a maxinauna likelihood detector. For coi,crt.nt demodulation, a

sl'ri,'s of product demodulators and integrators followed by a maximum
likelihood decision device will be employed.

The signal ._pace technique is normally applied to systems in which
the additive noise is wlfite, that is, has a constant spectral density over all
fr,.quencies. It is, however, proved below that this technique can be
appli,'d when the noise has any spectrum, with :he only requirements being

that the mean of the noise is zero and that the noise process is stationary.
This r.vsult is quite interesting because it shows that for the set of ortho-

gonal functions chosen for the signa], the noise components of interest are
jude.pendent, even though the signal orthogonal functions do not form a
con_ph'tc set for representing the noise function n(t).

The coefficients of the orthonormal functions in equation (A-l) are
!, d,.tt-rmint, d by equation (A-Z). A set of product integrators can be used to

comput," these coefficients. The integrators can also be used as the first

sta_e of a detector in a data transmission system. The second stage of

svch a detector decides, on the basis of the k outputs of the product
int_-grators, what signal was actually sent. The transmitted signal, Silt),
is l-'rturbed by additive, white, stationary, zero mean, gaussian noise.

! 7h,- rcc,-ived signal is therefore given by
t

. y(t) ---"Silt ) �n(t) (A-4)

.th
1 Th°" outi,ut of the j product integrator is, therefore, from equation (A-4)

|
T

f0 ylt)q,j(t)at - aij�aj j - l, z,.-. k (A-5)

"_.he re
t'

all = Silt) q_jlt) dt (A-61
! O
',|

T

a;} - j! ,_|t) _jlt) dt (A-?)



• Since the noise model used is stationary and gaussian with zero mean, the

probability that a noise perturbation nj lies bctwecn a and b is given by

b

P(a<nj<b) = -- 1fa_Oj exp [ _,_o_]" dy (A-8)

where

T T

"O-j 2 = nj 2 = 0f f0 Nn(t_ - tl) q_J (tl) _i(t2)dtldt_ 3= IDa'''" 'k (A-9)

and Rn(t 2 - t 1) is the autocorrelation [unction of the noise. It is given by

Rn(t2 - tl) = n(tl) n(tz) (A-10)

The noise may be expanded in an orthogonal expansion similar to that in
. equation (A- I). Thus,

yn(t) = ni ¢Pi(t) �h(t)(A- 1I) i
• i=l !

where hit) is a remainder term included to preserve the equality. With the
use of equation (A-7), it follows from equation (A-1 1) that

o

T

i nlt) cPjlt) dt = + hlt) cPjlt) dt = (A.I_-}

where

h(t) jlt) dt = o
_[b "" " "°'" ............ _'.

.... ° • . i .2. ''"

• _ " . .. , . : ..: '... :.',., ._..;: .... -. _.

,. .. ,, :. '.,.,. :....,_.-.'-:._._._-_.,._ _ '- ': _,", -,_..... '._ _._t,¢_ _'__ : .

"" ", "':_J_.":''_'_,_'_'_'_'_.e-,."" "':;..' "_'_.-_" • '-" "• ':,.,' , _. .: ._.',',:"_'_:_<.-'._,_.._:.._i_,_.-_ ,_:...,__..-,.-_-_._A_. _ :.'_
, , . _ .. ...,. . ,........ _'_:,_.:,.: ,,. ,_,.-.:,:_:.".'.z,'._..Ty":'_-_-..'_.._"_.
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T_'us, the noise may be decomposed into two portions, the first, nj,
consisting of the projection of the noise on the signal space, and the second
consisting of that portion of the noise which is or_hogonal to the signal space.
In other words, the nl, n2,..., n k represent the k coordinate projections
of the noise on the signal space and represent that portioa of the noise which
will interfere with the detection process.

From equation (A- 7)

T
tr

I/r, n(tl) cPi(tl) cpj(t2) dtl dt2 (A-14)1 n.j = n(t2)
n.

T

n. -'//0 Rn('-)cPi(tl)cpj(t2)dtl dt_. (A-15)

ni j

where

• v --t_. - t I (A-16)

• If it is assumed that the noise n(t) is stationary and has zero mean,

it follows that the function Rn(T ) is even. By means of a simple change of
variable, equation (A-15) may be written as

T/Zf f

n i nj =]] R n(v)cpi(tl_'_oj(t z + _ dt I dty. (A-17)

- /Z

For the digitalmodulations of interest, the cpican be selected as

¢Pi = os _.tl i = I,.."_ (A-18a)

q)i = intuit i = -+ l,...k (A-18b)

where t_i is the angular frequency. As an example, if the modulation is
, PSK, DPSK, or ASK, the frequency is fixed and k equals 2. If the modu-

lation is FSK, there must be. a separate wi for each frequency of transmis-
sion so that k, is Zn where h xs the number of frequencies used. The

!

Q

• i
" ' " - .............. '..... t
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i

carrier frequencies o>i are so chosen that the bit period T is an integral

number of cycles, c,r so that wit = 2ki_ , where k i is an integer. It
therefore follows that

cos coiIt1. + = cos .(wit 1 + ki_rl. = + for k.1 evencos _oit 12,

= - cos w t for k. odd
il

(A- 19)

sincoi(t2 +T) = sin (colt 2 + ki_ ) = + sincoit?, for k i even

; - sin c0it 2 for k.1 odd

Substitution of equation(A- 19) into equation(A- 17) gives

T/2

n.n. -- "_(-1) I J Rn(T ) Cos w.t sin wit 2 dt 1 dt 31j xl

-T/2 sin ¢o.txI cos c0jt 2

• (A-ZO)

Because R (V) is even in T, it r:aay be seen that the integral vanishes when
" 1 < i -< k/2n£nd (k/2 + 1) < j _<k. This amounts to saying that the coefficients

of the in-phase and quadrature components of the expansion of the noise are
independent, since they are gaussian and uncorrelated. Whenl _ i, j < k/2
or (k/2- + 1)._ i, j _<k, the integral does not vanish identically. However,
in two important cases it does vanish. In one case the spectra of the noises
for the i th frequency and the jth frequency are disjoiot. Then the noises
are independent and

n.---_. = 0 for all i_j (A-21)
x j

In the second case the noise is white. Then

nltx)n(t2) = N O 5(t2 - tl) 1A-22)

•".%..,,_._.. "_'t.
o ,¢_ . .,
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• and equation (A-14} reduces to

T

n. n. = N _a (A-23a)
i j 0 _i (t) %oi(t) _

r,i n.j= N O 5.ij (A-23b)

This result is quite interesting because it shows that for the set of
orthogonal functions chosen for the signal, the noise components of interest
are independent, even though the signal orthogonal functions do not form a
complete set for representing the noise function, n(t}. The fact that these
noise components are independent greatly simplifies the computations in the
body of the report• In particular, it shows that the additive noise need not
necessarily be white. In fact, for PSK, DPSK, and ASK modulations, the
additive noise may have any spectrum. The only requirement is that the
mean of the noise be zero and that _.he noise be stationary.

O

0

t
0
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_, APPENDIX B. ANALYSIS OF m-ary COttEREN'I'
_' PSK MODULATING SYSTEM

Phase Shift Keying

In a cnherent pP0se shift keyed scheme, the information is carried by
digital modulation of the phase. The alphabet of transmitted waveforrns is
the refore

jVSi(t)= cos %t + [u(t)u(T - t)] (B-l)

where

i = I, Z, ..., m; u(t) is the unit step function; E is the energy content of Si(t);
T is the duration of the waveform; and_o o is some integer muhiple of ZTr/T.
The desired received signal energy is proportional to E. The phase modula-
tion in equation(B-l) represents m-aryphase shiftkeying. The phase
modulation is therefore a random square wave in which the step changes in
the wave occur after an integral number of bit durations T. It is assumed
that the transroitter and coding are optimum so that each of the m levels is
equally likely to occur• It is clear that equation (B-l) can be written as the
sum of a sinusoid and a cosinusoid, and since these are orthogonal, a reason-

able choice for the orthonormal functions coj(t)is

Z

CPl(t) = J_'co_ Wot

{B-Z)

q)zlt) = sin tUot {

. l

[
• i

4 ,
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' From equation (A-2), the coordinates of the message points are

,T

(B-3)
T

ai, = /0 _c°s (c_t + E'ni_ S in cot dt = -_sin2"n=-==_i'-=ml/_'-T=s o m

In the important case in which m = Z (binary PSK), the two members of the
signal alphabet are

Si(t)= cos (coot +Tri) = -- cos cootcos _i (B-4) li
1

Therefore,

ale = 0.

(B-S)

• all = v/E cos _i ,.

Thus, if the measured output phase angle lies between )r/2and 3)r/2, that is,
in the lefthand portion of the c':cle in figure B-l, it is assumed that the

* transmitted signal was S I. If the received phase angle lies between 3_/2 and
5Tr/2 = _./2, that is, in the right side of the circle in figure B=I, it is assumed

that the transmitted signal was S2 . *

In coherent PSK, the received signal plus additive noise becomes

•(o: +o(,) (,-,)
V T cos

where e(t) is a phase uncertainty introduced by the coherent reference oscil-
lator or by the propagation path• Since the frequency has been translated

t
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,t/2 ""

(t}

3-/2

Figure B-1. Signal-space representation of binary PSK signal.

from the radio frequ_ncy_ o to the intermediate freqnencYwd, the correspond-
ing orthonormal functions are, from equation (B-2),

el (t) = cos _dt

(B-V)

, cpz(t) = _t/T sin _dt
V

The first stage in the optimum demodulation scheme is then to pass the signal
in equation (B-6) through a set o_ product integrators as shown in figure B-Z.

ibo(o)

0' T eo(t:

e(t) i

_;t ellt)

,, Figure B-2. Product integrators for optimum
demodulation of coherent PSK.

e
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The output of the jtix prod_ct integrator becomes, aftor equation (B-6)
is cxpandcd and equation {t_-4) is cn]ployed,

T

•- f e(t) ¢pj(t) dtej 0

T _

-f0 dt_j(t)_T F-_ {c°s(wdt+2_-'--i)c°s0(t' t'+_'/sin0(t_m (B-8)

T

+'/0 n(t)  j(tl at

At this point, it is convenient to make the assumption that E)(t) does not
vary appreciably during the bit period T. This assumption is a good one if the
period T is short, as would normally be the case for fairly high bit rates,

• and/or in a slow fading environment. If e is assumed to be constant during
the period T and equations (A-Z) and (B-3) are utilized,

e. = cos 8 a.. + sine b.. + n. (B-9)
j l_ D J

where

.._ / ( 2=i) (B-10)bij = _ Jr) dt ¢pj(t) _in ¢_dt +

T

Bj = f0 dt_j(t) n(t) (B-If)

and asj is defined in general in equation (A-2) :nd in partic,,lar in equation IB-3).

For the kind of noise, n(t), assumed, the statistics of n i have been worked outin Appendix A. It is shown that n/is a gaussian variabl_ with zero mean and
variance NO, where NO is the spe_:tral density of the noise (assumed to be

q

I
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white). The noise outputs of the various product integrators are i .dependent.
The statistics for the randonl variable n. may then be sumnlarizcd as

3

1
n. -" 0

J (B-12)

njnk = NO 6jk

The coefficients bij arise from an alphabet of signals H i given by

Hi =_sin (Wdt +_ ) (B-13)

The signals (B-13) are 90 degrees out of phase with the transmitted alpha-
bet S. and are not members of that alphabet. Since

1

(°)Hi(t) = S i t - 2w----d (B=I4)

it follows that when S. is specified, H. is likewise specified.1 l

Probability of Error Computations

If, in response to a transmitted signal Si, the observed signal e does
not lie in the region in observation space corresponding to Si, the decision
device identifies the signal incorrectly and an error has been made. If the
proper region of the observation space for a transmitted signal Si is R i, then
the conditional probability that e. lies in the region R., given that S. wasI 1

transmitted, is the probability o_ correct detection for the signal Si' The
joint probability that e i will lie in R i and that Si was sent is then given by the

product of the conditional probability that ei lies in R_ times the marginal
prob_bLlity of SI being transmitted. The j=int probability of correct detection
is then found by summing this joint probability over the index t, thereby
taking into account all possible transmitted signals S i. The probability of
error is then one minus this quantity.

63
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The plobability ot error when all possible transmitted signals are con-
sidcted is given by

Pc = _ P (S i) P I e t Ri]S i)
i=l

(B-IS)

m

=_-lm _ P (e _ Ri]Si)
i=l

The conditional probability in equation (B-15) is read as the probability that e
is not an element of Ri, given that S i was sent. P(Si) is read as the proba-

bility that S i was sent. Since all S i are all equally likely to be sent, P(Si)
can be replaced by l/re. It remains to find the required conditional proba-
bility. To obt..in the joint probability distribution of the four random
variables in equation (B-9), it is necessary to find the relationship between

aij and bij. It follow_ in equations (B-10), (B-13), and (B-14) that

T . £

f0 f0 /: " bij = dt ¢Pjlt) Hilt) = dt cPjlt) S i t - zw--_
2

t

. (B-16)

• T- G

Silt )
- dt cpj t +

i
4

From equation (B-16), it does not appear that there is an explicit relationship

between bij and aii unless the form of cpj is known. With the use of equa-
tion IB-14_, the coefficients bil and biz are given, respectively, by

0

o

i
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f0T2V( m,J"i  Yb. = sin Wdt -cos Wdt dt11

/ J
2u i 2ui

sin 2CUdt +----m + sin _m dt In__17)

: _ sin 2_im - - ai2

T ( tudt +biz _@ sin --_--]j'_ sin Wdt dt

T[ ( )]..i (B-Is)
- cos _- cos 20Udt+m rn

"0

--"JE'-cos 2rri .. ail

In evaluation of equations (B-17) and (B-18), ithas again been assumed

that_o d is some integer multiple of (ZTr/T). Equations (B-17) and (B-18) show
that the b's are equivalent to cross-coupling the product integrator outputs.

The coefficients bii and a i- ca.-,, also be shown to be statistically uncorrelated.

If the mean of the _'s and _)'sis 0, then bij and aij are statisticallyorthogonal.
When S i is given, i is specified, and therefore aii and b i- are specified. As a
result, when e i is conditioned on Si, ai- and b-_.ai'etrea_ed as constants.

From equation"{B-9), the conditional p'_obabil_y of ej, given S i and 0, is

6S
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p (ej]S i, O)= fp (ej[S i, O, nj) p (nj) dn.
J

f
= / 6 (ej - cos 0 a.._, - sin _ b..1j - nj) p(nj) dnj (B-19)

= Pnj ( e.j - cos 0 a.lj - sin 0 bij) J

In equation (B-19) it has been assumed that n- is indepec, dent of S i and 0. It
is certainly true that the additive noise is inc_ependent of the incoming signal.
However, the angle19 is affected by the receiver noise. It is assumed h,ere
that the noise bandwidth of the reference signal is much narrower than the
noise bandwidth of the received information-carrying signal. Since 0 is the
difference between the input signal phase which is not affected by receiver
noise and the reference phase which presumably has a noise spectrum that is

very narrow, the correlation between the noise associated with the signal, nj,
and the reference phase is negligible. The correlationbetwe2n 19 and nj is
therefore also negligible. There is no correlation between 0 and Si, be-cause
O is not present in the transmitted signal S i but arises as a consequence of

. phase variations in the transmission medium and the reference signal in the

receiver. Since nj is gaussian, it follows from equation (B-12) that

t

k

(e[Si, O) = ,,T[ Pnj (ej - cos 0 aij - sin O bij)
_ 1 _ (B-20)

j=l

In equation (B-20), e is a random vector whose components are el, i
e2, ..., e k. In this case, for which there are only two (k=2) orthonormal
functions, equation (B-Z0) may be written

p (e ISi, 0 ) = Pnl (e I "ail cos 0 - bil sin 8 )" Pn2 (e2 "ai2 cos 0 - bi2 sin 0 )

• = 1 exp /.2_LNo [(el.ailCOSO_bilsinO)2 (B-Zl)

+(ez-ai_cos8-bi2 sine)2]] j

o
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From equations (B-17), (D-18), equation (B-E1), the fol]owing
expression may be written;

i I i  cos, l
- 4_ sin --_2r_isln @ + 2 + _ sm -_2"T*cos _ - _ cos -_--2_Isin

[FoK (1 1 el E z_i I (B-Z2)
.= _ exp - _ - cos % - "-n-_ !

Z

_00 sin

figure B-3 shows the geometrical situation. The probability that the vector
e lies in the region R i, given that S i was transmitted and the reference angle
is e, is equal to the probability that the vector e lies in the crosshatched region
shown in figure B-3. This probability must be independent of i. That it is
independent can be shown by rotating the coordinate system in figure B-3

through the angle (-/_-/}. From figure B-3 the probability that e is an element
of R i, given that S"i was transmitted and that the :'eference angle is 8, is

t

e 1 tan (-Z-7!.+_---) ...... i .....

p (e ¢ RilSi, (9) = de t p (eIS i, 8) de 2

e I tan ( Zrri rr) ::m rn (B-23)

The coordinates of figure B-3 are then rotated t!rough by means of
the equations

|

e I = E l cos 2.i + E2 sin 2rJ-!- E = + cos 2rvi sin 2rr---im I _I "-m--"eZ m

'(B-Z4)

e 2 = - E l sin 2_i + EZ cos Z.i E 2 = _ e I sin 211i + e2 cos 2_irll m ,m m

•

I
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Substituting equations (B-24)into equation (B-22)yields

[ i(o+ )l exp 1 I I ez l
p = (__GISi,@) = 2n N O --2 N O NO cos _ ---_

NO sin @ m + _

1 exp - Z---N-- E + - 2 _cos 6 2rri
- Zr¢N O 0 E2 ---m-

(ElCOSZ17i_ __Zrri) ( 2rri) (B-Z5)+ E Z sin - 2 _sin @m m

- E 1 sin Zgi _ cos.
, m m

!

I exp I __El E cos @ I

•- ZrtN O Z" 4f_

:Equations(B-25) show that the desired pr0babilityiS indeed independent of i.'
When i is set equal to m in equation (B-ZZ), equation (B-25) results.

The geometry in the new coordinate system is shown in figure B-4,
and in this system equation (B-23) becomes

E tan

. p(_EcRi,Si.@)=/-dE I / 1 m dEzp(_E,Si, e, (B-Z6)d .
- E tan, ...... I m ..

6S -- ..
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e2

S,

2Tri + 7r

_ \_'-_ \

__FI e

-( I

Figure B-3. Signal space repre.sentation of received signal.

• i[t

ir

"Figure B-4. Coordinate system of figure B-3 rotated i!
, ' ,

, by 2_ilm.
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Let

x - _ - cos 9

(B-27)

E2 _ sin 6

Y= ,/_o ./%

Since the probability in equatic, n [_-26) is the same for each i and since

the probability that S i is sent is m-1-, th_ probability of error is 1 minus the
average of equation (B-25) over all e. For this operation, the distribution of
8 must be postulated. The coherent detection scheme and the analysis
presented so far is most applicable when the rms fluctuation of 8 is small.
This condition is best satisfied when phase-locked loops are used to track
the incoming phase and the demodulation is coherent. It is assumed that the
distribution of @ is gaussian with zero mean and variance a 2. The probability
of error will then be found as a function of this variance. The variance of 8

is a function of the signal-to-noise ratio on the input. Although the error
arising from non-zero 8 will be svnall if the signal-to-noise ratio is high,
the signal-to-noise ratio to be expected when the signal is transmitted from
the earth to Mars is quite low. In this case, the variance of 8may be
sufficiently large to give a significant error. The distribution of 8 is given
by

• .
It therefore follows that t

J
i

/.:
I

1

de exp - p (E¢ RilS i, 8) (B-Zg)Pe = 1 _0

7O
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Employing equations (B-25) and (B-27), equation (13-29)becomes

¢O _0

Pe = 1 2/0__ [ @2 I/_N_ [ x_-I

(2_)3/2 o d _ exp - 202 dx exp -

COS

m cos ll/m sin @ ---rn (B-30)

y2

dyexp [--_--]

m cos rr/rn sin _ + rrm

In equation (B-30), the range of integration from -_ to co on @ is replaced by
two times the integral from 0 to =, since the integral (B-30) is even in @.

The bounds on y are the upper limit, Yu' and the lower limit Yl' where

" ==< Y2,,< - sin O < YU < _

(B-3,)

-j/-_cos @ _;x<="
t

and where

m cos Tr/m sin @ " --m

(B-3Z)

m cos nlrn sin e + TrITt

The geometry of equation (B-30) is mhown in figure B-5.

Equation (B-30) can be written as

D

•'" Pe = 1 - _n o exp 1101dO 1B-331
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Let

r=x 4 y

(B-35)

dxdy = r dr d_

The area of interest is the wedge-shaped region in figure B-5 lying between

Yl and Yu" From the geomctry depicted,

sin YI sin (_--_--0)m

r 1

_fE/N 0

(B-36)

sin YZ sin (_ 8)

-_0 rz

As can be seen,

al = _ - _1 + 0 • ct2 = BE - _ - 0 / (B-37)¥1 = 81 " r_.t ¥2 = 2_ _ _Z• m m

$o that the three regions of integration are

)sin _'- 0

0_rl _7"N 0 -- i_ l _", sin _-)
(B-3S)

#

Q

" 73 : _::
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t
0 -_ r 2 _ -#/N O m

sin (_-+ _Z,)
1B-39)

'n+ O _ Bz < ZlT _ TTm

0 ':r3 < _ 1 (B-40)rr +<_33< rt"m N

The above bounds are valid for - rr/m <0<v/re. The appropriate geometry
for rt/m _ 0 < Zrr - rr/m appears in figure B-6.

Y



From the geometry in figure B-6.

C_= _q-_ - @ Yl = 2Tx4 "_-Sm 1

(B-41)

YZ=Z_ --_---Bnl

sin Yl
. ..sin (0 - _/m) \
_= rl /

(B-42)

sin YZ sin (8 + vT/m)

rz

TLe regions of integration are the same as in figur..• B-5, except that
equation (B-38) is replaced by

sin (rr/m -0)

e _ ri_"]_N0 _n (SI -_/m ._
• • (B-43)

_+ O _B Is Z_+_/m

The area whose bounds are given by equation (B-43) is subtracted from the
other two areas r_ther than added as in figure B-5.

It follows from equations (B-38) through (B-40) and f|gure B-5. and
frorn equations (B-34) and (B-35), that

• L
Q

_v
@

• . .?!:.
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sin (_/m-e)n+O sin (_ -_,/m)

' L /oII6) = _ d3 exp [-rZ/2] rdr

m

-/_/N04-' sin (u/m+_)

sin (_/m + B) Äexp [- r2/2_3 rdr
J_+O 0

f.rrIm f® (B -44)

-I- d8 / exp [ - rZ/Z] rdr-J__/m o

[_+e [ ,,nZ(__e)1

_ l E -

-_-_ 2. -.,rl/m d8 exp _0 sin.2", __n'"( )J_rr

_+8

It is interesting to compare this result with I(8)found from equations (B-43),
(B-39), and (B-40)and figure B-6. In this case,

•,.(_-e)

1 . dB exp [ -r?'12] rdr ....

I(0)=}W "-+e

•,.(_e)

.. ]+-- 2P���"exp _ rdr + de exp [-r2/Z] rdr

i

. {B-4s)

76 '"
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" Equ__tion (B-44) _ ,,n be written in the form of equation (B-45) by reversing

the order of in.egi t'on in the first integral in equatian (B-44). This first
integral can be writ e.n a_

sin ('-r/m-9 )

2

I 1 -- d_ exp [-r /2] rdr

/m

(B-46)

__ sin(_/m-@)
211+rr/m

_0 sin($-rr/m)

_'_o

= - f. d8 exp [-r2/2] rdr

TTI9

Since m >_ 2, _/m<rr+0 for 0>0; hence, the upper bound on the second equa-
" tion for I. is 2_ + _r/m rather than _/m in order that the area represented by

the double 1 integral be posLtive. This fact is also evident from the geometry

in figures B-5 and B-6, in _hich the same area represented by I. that is

added in figure B-5 is subtracted in figure B-6. It therefore follbws that
equation (B-44) reduces to equation (B-45) in the range 2_ - _r/m<0S2_ + w/m

so that equation (B-44) applies for all 0. Substituting equation (B-44) into
equation (B-3_) yields

[ t [ f""[-<[ 2--"2"0]'' ' ._'_l " u[ fin_'sin2 ('_'/m'_'Id_|,-_[m)J | E lin'(.[m,O,P,., -___...ode..p - I-_ "P r__ -_. "p ,_z(./_+Bu J"Im +0

O ....... ;
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t.;quation (B-47) is the int_'gi-al to be compuled to yield P for m-ary PSK.
t.'or in - 2, equation (B-47) simplifies as follows, e

2 LPe - (Zrr)3/Z _ exp Io(0 ) d0 (P-48)

whcre

io(_ ) = exl: E cos 8 dB = 2. exp E cos______.0d_

J_IZ -z--_o co_7--_j z% _oZ_

rr/z

: 2 exp -_ cos 0 exp -_ cos 0 tan 2 B dl3 (B-49)

]L" ],_ : Z exp - cos 0 exp cos 0 zg d_...__zz
l+z z

d

But (refo Z6), equation (B-49) becomes"i

i

i Io(8)= "_ exp -zZ/Z] dz (B-50)

..... cosO

and, upon the substituting o." equation (B-50) into equation (B-48),

m a

• Pe : 2 exp d0 __l exp - zZ/Z dz (B-51)

i '_ C080

I
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On enlploying the identity

o'_ OCI

equation (2) in the Discussion results.

The expansion of equation (1) of the Discussion for low signal-to-noise

ratios may be derived f._'om equations (B-Z5) and (B-26). First, E 1 and E 2
are converted to polar cocrdinates by the transformation

E 1 = r cos _b
(B-53)

E 2 = r sin %5

On using this relation in equation (B-25), equation (B-.26) becomes

r cos d_ _.,,r_ cos e
plE, R Is O)=l---L-- _xp j_

• i, Z_N0 a0 j "rr
rn

• L

),]+ (r sin %_- _/-I£sin e d_rdr '.._i 0
1T

exp " Z N 0 dd_rdr

= 1 _ E " O)]m

It + Q-E cos(*- 8) ] exp d_bdt

cos(qJ- e)
__ 'n"

._,[ o]+
m

]exp --_0 sin2(_'e) dx + 2_rN 0

,@

,,o. -"1-_' col(_-0) 'ex o _"N0 sin -e exp(- ) dtd_ !
' , rn .... ,:Q.......

.... k_, "$ '
",_-",._..

79...._,_..,
• .,-:$.'. _ .
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[

If this last forn, of equation (B-54) is expanded in power of v._/Z-N0
and averaged over 0 and m, the mean probability of a correct deciston results.
Equation (3) is just one minus this value. The limith_g value of probability
of error for high signal-to-noise ratios may also be from the thirct form of
equation (B-54). In this equation the integral over t approaches either zero,

when_-0 is in the second or third quadrant, or ZV/_._N-0 when_-glies in the
first or fourth quadrant. If the substitution

u = sin(_-0) (B-55)

is made, the region of integration is as shown in figure B-7.

Figure B-7. Region of integration for large
signal-to-noise ratios.

However, as E/N 0 becomes large, only the regions of integration that
include u = 0 contribute significantly to the integral. These regions include

only the ranges of 0 given by

• Zn=---<-0-<Zn_ + _ (B-56)m m

and in these ranges the integration over u may be extended to ±¢%
Consequently,

p(EEKi.ISi[8) = 1 Zn="-_-_<8<ZnW+m m_"

. (B-s7)
= 0 elsewhere

"The probability of error is then

2nlr+_
eo n_

m

J,

and equation (4) in the Discussion follows immediately.

I

0

80

I
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APPENDIX C. EFFECT OF BANDWIDTH ON THE PROBABILITY
OF ERROR IN THE DETECTION OF BINARY COHERENT

PIIASE SHIFT KEY MODULATION

General Derivation

In this appendix the effect of channel bandwidth on probability uf error
is considered. A binary PSK signal with gaussian additive noise is assumed.
The signal is detected using a noiseless coherent reference signal and is
then integrated over a bit duration, T. The integrator is an integrate-and-
dump type and is synchronized with the bit timing. The signals are
assumed to be band-limited so that there will be some intersymbol influence
at the integrator input. It is assumed that this influence is restricted to
adjacent bits only. The adjacent bits into the filterlook somewhat as in
figure C-I.

Adjacent bits are equally likely to be of the same sign or of opposite
signs• The signal into the filtermay be written as

• fl(t) = f0(t) ± f0(t+ T) ± f0(t-T) 0 <t < T (C-l)

where f0 (t) is the basic waveform of the phase detected bit. The prob-
ability density function for fl(t)is

l 6(fi (t) - [f0(t)" f0(t+ T) + fo(t-T)]) _..+ , -,

%

) ,'( [ ] , �i6 fllt) - f0 It} + f0 It+ T) - f0lt- T)

'( [ �_6 fllt) - f0lt) + fr0(t+ T) + f0lt-T l (C-2}

, _

O _

........ ,,.-._.:.._'_'..,
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T I

• I.-_I .-J_L I I _ I._ L I

• I

. _ _ folt-T) ,,

Figure C-1. Illustration of effect of finite bandwidth
on rectangular wave shape s.

The total filter input is

v(t) = fl(t) �n(t)(C-3)

2
where n is a gaussian random variable with zero mean and variance c .. n

t

l exp - 1C-4)
i " Pn(n) = _ On

The output of the integrator may be written as

T T T

7(T) = Z v(t) dt = Z f0(t) dti Z f0(t+ T) dt

T T

d:Z f0(t-T)dt +Z n(t)dt (C-5a)

T

= F 0 4- F l * F z +Z n(t) dt (C-5b}

ylT) = F + nlt) dt = F + = 1C-5c1
0
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where the definitions of the capital F's are obvious. The probability
density functions of F and z are

( J)'( )
i( ),( ])

and

, exp[-z2]Pz(Z) = 2ff-6-o Z o2 Ca-?)
Z Z

whe re

[z ] f0J0• 0 2 n(t) dtz = = n(t2) n(tl) dt2 dtl

Cc-8)
T T T T

z _ n(t2) n(tl) dt2 dtl = Rn(_) dt2 dtl

where Rn(r) is the autocorrelation function of the noise Cstationary). The
transformation

t 2 = tl+ T}

- ' Cc-9) ':

t t 1

gives

o2 = fO RnlV} g(-_') dT :

z RnCT ) dT dt = (C... 1O)
T •

• °

0 '"
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%V1 _ rc

g(T) = "[ + T -T < T < 0

(c-i_)
g('r) = T - T 0 < _ < T

The last form was derived by using the relation between the autocorrelation
fuvction and the spectral density, together with the convolution theorem for
Fourier transforms. The probability density function of y is given by

co

py(y) = f_ PF(F) pz(y - F) dFco

Y " 0- FI- F2 /
_ 1 exp - ' 2 '

4 _ 0z Z 0z

. . ,.

If it is assumed *.hat F 0 >0, then the probability of error in interpreting the
received signal is

Pe = f_ Py(Y) dY (C-13)

0

¢

84
: "*';_;;)(42 _:
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This relation gives

e 4 ,/Y'_, a 2.a d_v
7. ;6

fl [ -
j_o f_i+ exp - 2 '" dy 4- exp - 2 dy

2 0z 2 0z

(C-14)

But

o f" [ ] (w)b aI7"_ 2

. 1c-_5)

and the probability of error integral becomes

Pe = 8 erfc + erfc + er

+ erf_( FO+ FI+ FZ

J'i oz ") (c-]o -

_8

_-. o

$

85
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Special Case of a Rectangular Passband

The input signal is assumed to be a square waveshape given by

foo(t) = A [U(t - to)- U(t - t o - T)] {C-17)

Its Fourier transform is

t0+r
_'oo(_ = A exp (-jwt) dt

to

• sin/,T , (C-18)t J

The passband is assumed to be uniform fro.ua-flto flwhere _l= 2nf_

{fc = cutoff frequency). The transfe'rfunctic,n of the input filteris _hen

• 2"(_) = [U(uv - U(_-fl)] exp (-j_Zd) (C-19)

where T d is the signal time delay through the fil_er.

Then

fo(t) = _ im J/{_) (j_t) d_

A IS Td])-Si(fl[t T d T1)] j (C-ZO)
fo{t) - _ i{f/[t-t O- -t o - -

%,There Si is the sine integral.

It is easily seen that

fo(**T)"_A[s_._:, �TTd_)-s._C, Td3)] (C-2_.)• .. Tv "to" "to"
O

86
"'2 .............. -
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and

A[- f0(t-T) =-_ Si(fl[t-T-t0-Td])-Si(_2[t-ZT-t0-Td])] (C-Zlb)J

tlF0 = f0 (t) dt
•'t I

FO= _ (T+tl-t0-Td) Si - -_

2 coe f}(t0+ Td-tl)
-tl)Si [0(t0+Td+T-tl) ] -

COS Cl(T -Td)cos Cl(t0 �Td+T-tl)
-F +

fl fl

(c-_z)
In a nimilar manner the following expressions are obtained.

*"_ I [ 1f AFI--- f0(t+T) dt - _. (ZT t0-Td) Si fi(ZT+tl-t0-T d)

-It I

-2(t0 -T)Si [_(t0 -T)]-tl)Si[_(t0-tTd-tl) ]

? c°s _to �Td-tl-T)cos _2 T+tl-to°Td)
f_ f_

I"'+ fl

O

. .... : .,:_._.,..:
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and

tl+Tf

F 2 = / f0(t-T) dt
Jt

t 1

[ ] [ ]= _ (tl-t0-Td)Si fl(tl-t0-T d) -2(t0+Td+T-tl)Si fl(t0+Td+T-t 1)

] 2c°s fi(t0+ Td+ T - tl)+(t0+Td+ 2 T-t 1) Si fi(t0+Td+ 2T-t 1) fl

cosfl(t l-t o -Td) cosfl(t0+ Td+ 2 T-tl) I (C-24)
+ fl + fl

When t = t + Td, the integrator is synchronized with the symbol1 0
occurrence and F 0 is maximum. Then

_ F 0= TSi[flT ] + cos_gl?- I (C-25a)-'if- fl

co, 1• - fl + 2fl

I" " fl + 2_ --'FI
(C-ZSc)

For the rectangular passband from -fl to fl, the noise spectrum in that

region will be identical with the input noise spectrum

f-

]S(_) = NO 'Lu(w+n) - U('.- a) (c-z6).8 J

,b
, •

t
t

88

1967026773-094



where

2
NO = _ On IC-27)

then '

CO

1 f_ S(W) exp (j,_l) d_
R(T) = 2-----ff

r_ (c-as)

NO fi sin fl T

R(_)- _ fit

Then

Tft t 2 N O

2
O = R(T) dT dt = . T Si (fiT) (C-Z9)z /7

-T

If fl is increased so that fiT > > 1, then eventually.

F 0 -_ AT {C-30a)

F 1 and F 2 -_ 0 (C-30b)

02 -. N 0T (C-30c)Z

Then the probability of error becomes

t

,o,,,Pe-- _ _ =-_

where E(= A_T) is the energy per bit. This result is the one that is usually
quoted.

LA

o

8_ ..+/.-..'."..':':"."%f,i
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When _or T is decreased so that f_T < < 1, then

Si(flT) --* fiT (C-32a)

and

F0 ._ A _T 2 [C-33a)

F1 --. A _T 2 (C-3.%,

A _T 2 (C_-_-:,
F 2 -- _[

The probability of error then becomes

Pe -* erfc - T erfc T �erfc--Z/,:.:Ti m'_'
J

(C-_4)

The energy in a single bit is AZT = E and, when the relation .Q = 2rrf
is used, tnere results c

'{ (/:'<') (l:,,)cPe "* 8 e rfc NO + 2 erfc NO

(4 ")ic Znf T<<I (C-35)
+ e rfc 2 N O c

1
As fc or T--0, the value approaches _.

4
• o

t

9O
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Numerical Example

1
r 1

Let the bandwidth of the filter be 2 fc = -T' r.,en OT = TT, and the
probability c _. error becomes

e 8 + 2 erfc 0.504 + erfc 0.672

(C-36)

"f.As result is to be compared with the case in which QT > > 1. For this
latter case

It is evident that, since each value of erfc in the equation (C-36) is greater
than the value of the erfc in equation (C-37), the average value of their sum,
i. e., the error probability, is greater than that given by equation (C-37)

for all values of E/N 0 .

0

...._:.__:.
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APPENDIX D. ANALYSIS OF m-ary DIFFERENTIALLY COHERENT
PHASE SHIFT KEY MODULATING SYSTEM

In a system _nat uses differentially coherent PSK, the coherent
reference is obtained by delaying the received signal by the duration of one
character and by noting the change in phase between the delayed signal and
the incoming signal. The i th character of an m-ary alphabet is transmitted
by phase shifting the signal by an amount i 2zr/m over that of the previous
signal. The detection consists of computing the angular difference between
adjacent received signals. The set of orthonormal functions for expression
of the received signal is

q)l(t) = 7_ cos cot (D-la)

CP2(t) = sin cot (D-lb)

The signal alphabet consists of functions of the form

e

JV <°-'>
where the subscript ik deilotes that the transmitted symbol is the ith symbol,
provided that the previously transmitted symbol was the k th symbol whose
phase is given by _,k. The received signals will be the transmitted signals
plus additive noise• The outputs of the product integrators are of the form

T

Xik =_Tf [Sik(t> �n(t)]cos(wt - 9(t))dt (D-3a)
"0

T

- ' Yik "_2T/0 [Sik(t) It,} sin (wt-e It>)dt (D-3b)i t

I

91 ,'
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where O(t) reoresents a random phase variation of the reference generator.
The outputs, of the product integrators for the received symbol and for the
delayed previous]y received symbol are given by

T 1 T/ )I0Xik - T cos _m + _k cos e (t) at + a(t) cos e(t) dt

(D -4a)
T ,T

T sin(zU---_i+m _k)/0 sin @(t)dt +_TTj 0 b(t)sin @(t)dt

.T 1 T

Yik = T

(D-4b)
.T .T

_ (_)Jo _J0T cos + _k sine(t) dt a(t) sinS(t)dt

f[ -- a(t-T)cose(t-T)dt
Xkj ='--'T- cos _k cosS(t-T) dt + 1J0 "/-_)o

0

T .W

. (D-4c)

,T /o •
Ykj = "_sin_k cose(t-T) dt +-- blt-.Tlcoselt-Tldt _,

.T ,T

JoT cos_k sine(t-T)dt a(t-T) sine(t-T) dt

(D-4d)

.
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The representation for noise centered about cais given as

n (t) = a (t) cos_ t + b (t) sin _t (D-5)

where a (t)and b (t)are, respectively, the in-phase and quadrature compon-
ents of the additive noise.

One limiting case can be readily analyzed; the case in which 0 (t)is
essentially constant over the duration of two adjacent symbols. Since the
statisticsof the terms containing noise are unchanged by the mixing,
equations (D-4) may be rewritten as

Xik = ,/-E-cos('_i + _k + O) +nll (D-4a')

Yik = - fE-sin(Zm_--!+ _k + 8) + n12 (D-4b')

= (D-4c ')
xkj J-fcos(¢k+ e)+ nzl

t

= (D-4d')
. Ykj " _ sin (_k + @) + n22

where the nij are independent gaussian random variables with zero mean and
variance N 0. ,Th6 angular separation between these signals as represented
on a polar plot may be written as %0= 2Tri/m + _2. - _I where _Z and _I rep-
resent the angular uncertainty in the two signals that results from the additive
noise. A decision is made by selecting the multiple of Z_/m that lies nearest
to_. A correct decision results ifand only if

'1=- ['Z " _I < _m

This decision criterion is in fact the optimum one to use. The random
variable, 11, depends nonlinearly on the independent gaussian random vari-

ables, n II, nlg, n21, andnz_. The probability density function of rIhas been
derived by Fleck and Trabka (ref. 27). It is given as

.IZ

] 'p1111 = sin_ + E (l+cos_ sin_) exp E (l-cos_sin_ d,_>O

"-: .. _t=O
, (D-61

.- . ...a
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Since an error occurs if and only if _r/m<q<.Tr, the mean probability of error
is

- ../Z

'i J0"'n+I l I+o 'Je = -n =./m =0 ZN0 (l+cos1_sin_) exp - (1 -cos_sin, dOdq
(D-V)

The probability of error per symbol may be evaluated in closed form
for binary DPSK modulation. In this case an error occurs onlywhen

rl

I_z -_11>T (D-8)

That is,

p 1 1e =7 p (" ":RllSz) +Wp (_ ¢ RzlSl) (D+9)

Since the additive gaussian noise is distributed uniformly in phase, the com-

ponent along the received signal z 1 (transmitted signal, S 1, plus noise), in
figure D-1 is gaussianwith zero mean and varianceN 0. If the next received

/

i I

!
I

B

Figure "D-I. lllustrati<_n of binary DPSK sigual
• space.

+_-- ,, o+
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signal is also S 1, there will b,: an error in interpreting it if, and only if, the
noise voltage is less than -E cos q_l" If, on the other hand, the next signal is
S 2 there will be an error in interpretation if, and only if, the noise exceeds
+E cos Cpl. The probability of error, given q_l' may be written as

- cos _1

Pe(eP 1)= 2 _1 f__ exp (_x_)dx+ 1__ f_Oc_w#-__ °S:_l exp ( x22__.)dx
(D-lOa)

= _- - cos _1 (D-10b),/-2_

Arthurs and Dym (ref. 18) give the probability density function for

¢Pl as

p(¢pl)=_--_ _ exp --_ _2-2_ cos_,l+_o 0 dv (D-11)t

• By completing the square in this equation, the mean probability of error may
be written

IT

Pe = f Pe(CPl ) P(_') d_ 1 (D-12a)TT

'rt

, ="/,=o'(Zo
(D-12b)

)] ()..• e rr - cos_ + t os_ d_=Texp -=o _
• " .. ". (D-12¢1

O
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APPENDIX E. ANALYSIS OF COHERENT m-ary I,'REQUI<NCY
SHIFT KEY MODULATING SYSTEM

In the FSK scheme, the i th character of the signal alphabet corresponds

to a signal at a corresponding angular frequency w i. The signal alphabet is
then characterized by

S. = cos _. t (E-I)
1 1

The corresponding orthonormal functions are

cpi= _cos _o.it (E-Z)

The signal processing consists of mixing the received signal with a set of
coherent local oscillators, one at each frequency _i, and integrating the
resulting signals over a symbol period. The decision consists of deciding
that the received signal is that corresponding to the largest integrator output.
The reference oscillators contain independent gaussian random phase errors

denoted by ek-

The detected signal coordinates are then

]Z-- _ COS -

• =k cos _k t + n (t (_k t e k) dt (E - 3a)

n k k_i !

=k = (E-Ib)

JE cos ei + n i k = I
.I
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It is ,tssumed that the noise signals in the separate frequency bands are
independent so that, as in the previous cases, the n k are independent,
gaussian, random variables with zero mean and variance N O. The decision
criterion used is the decision that Si(t ) was received if

z k < z i for all k _ i (E-4)

Since the nk are independent, gaussian, random variables with zero mean, the
joint probability density function of the Zk, conditioned on 8i and Si, is given
by

P{zi'Zz'Zi' ''" Zmlei' Si) - {2_N 0)m]_- exp • 2N 0 xp

k_i

(E-5)

By the stated decision criterion, the probability of error given e i is

._ 1 i)
JL -- 0 j

(E-6)

The probability of error averaged over all possible values of @i' and over all
S i is given by

ez

Pe = 1o_I 0)f.m _fzw_2 I m ex_t_mexp[-_"Jd dzd0

1. .(E.,_)
I •

• •

i ' O
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For the case of binary coherent'FSK n_odulation, the expression for the'
probability of error per symbol r_ay be obtained from equation (lq-7). Tht.
triple integral in that equation can be transformed to a double integral which
is much more convenient for computational purposes. Consider the integral

exp( "(Y- _-c°s9)2)

The change of variables, z -- y - _-_ cos @, can be used so that

y-_cos_=z- (_- l) /_-cose, dy-dz (E-9)

Then

z -(#_'- 1) cose z+ Ecos_[" e_P - z No e_P(-_Z/ZNo)
I L dxd_

. ® )Z rrNO .® V/Zrr NO
(E-10)

and with the change of variables ....

u - x -z I (E-ll)
du = dx !

then

i,_ _o, elZ__oo,0 _ i
J_._o ..

o
g

t
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The order of integration is interchanged to give

r-_-cos e I

2 I dz du

I = 2nNo

(E-13a)

co_e I 'q't e)'z(T+ z_"'_t- _'_+'"(_- _ co,I = dz du

2nN 0

(E- 13b)

Then by completing the square in z, the following expression may be
written

"/Z" cos % + cos e
I z 2z

• I = _ exp +" "
=_¢m _ -m_

+ .g(,/'g'-1)f'_cose+ g
t

i
exp - 2 N,O ] I exp 2 (N0/Z)

U_..Q ----m

........................... .(z-14)

Since the integral,over z is just the infiniteintegral over a gaussian
probability density function, its value is unity. So,

exp - up_+ /E- e N O

• z =[ 47 ,/_ " _ cos d__.2___
Jo__.. 42.N0 4_

, (E-IS)
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Let v _- u/x/'7-. Then

COS _)

/4c0s0 exp,_ _ )

f 2 N O
dv (E-!6)

I = ,/2._ N°
V:: - ¢o

v2'_'- 1 fcos _ and dt = dv, there resultsFinally, letting t v +
2 42

t

f_4Ecos _+ v/'_'-I .F_,

•/_ cos e

_z °"P(-tz/2N°) dt '
I = J2 r;N Ot_ --GO

(E-17)

Scos {9

=[ exp (-t2/ZN0) dt

=-co _/2 r_N O

So the mean error probability is

Pe = I - cos e dO
-® zJT-_%

(E-191

Pe _ O0

t

*0!
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APPENDIX F. ANALYSIS OF m-ary INCOIIERENT YI:EQUENCY
SHIFT KEY MODULATING SYSTEM

Under conditions in which the phase of the incoming FSK signal is n)t
known a priori, squared envelope correlation detection minimizes the
probability of error. A syste:-nfor such detection is shown in figure 7 in
the discussion.

If z2i is the greatest signal, thenlt is assumed that Si was transmitted.
This criterion is the optimum one to use. The alphabet of transmitted
signals is given by

Z/_E cos t + Ci) (F-l)si= J-f-

where {i is unknown.

• The local oscillator outputs are given by

_T• Cplk = cos (Wkt - 8k) (F-Za) _

¢PZk = _ sin (_0kt - 9k) (F-Zb)

where the 8k are as previously defined. Then if Si is transmitted the output
signals of the correlators are

/

T I nxk k_i -

I t "x k = z It) ¢Plklt) dt = (F-3a)

4_- cos (¢i + 8i) + nxi k = i

0T nyk
Yk = z (t) _OZk(t) dt = (F-3b)

° k=i
- 4_ sin (_i+ ei) + nxi

I
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where, as bcfore, the nxk and ny k are ind¢.pendent, gaussian, random
variables with zero mean and varialLcc N O. Define v k as follows

when k / i, the pro' -.bility density function ofv is Rayleigh (ref. 28) and is
given by

pv k (Wk)= Vk exp(-_) Vk>0 j _i (F-5)

The probability density function 01 is modified Rayleigh (ref. 28) and is
given by

• Pvi (vi) = ,vi I0 vi exp - + (F-6)

and is independent of e or _. When the stated decision criterion is applied,

m-I

[j0 ]-- I - fo Pvi(vi) Pvk(Vk) dvk dvi (F-Ta)
Pe

Pe = I - _i Io Vi exp T

(F-%)

B
b
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Or, expansion of the term in the last parenthesis by the biton_ial theorem
and evaluation of the resulting integral, there results

m-1

[ F.. ] y]_ m rE_ (?_.: ]-_- - (k) (-1) ke×P L4N k! (F-8)Pe 1 exp 4 NO k=2

For the special case of m = 2, this expression simplifies to

Pe --T exp - 4 NO (F-9)

• ° , _ .

] ,
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APPENDIX G. ANALYSIS OF m-ary COHERENT AMPLITUDE
SHIFT KEY MODULATING SYSTEM

In the m-ary ASK scheme, information is transmitted by assigning
each of m different signal amplitudes to a particular symbol• The signal
alphabet is composed of m sinusoidally varying signals of different ampli-
tudes as shown in the foliowing equation,

_E i
Si(t ) = ,]- _ cos 00t (G-l)

It is assumed the E 1 is the lowest level and E m is the highest level.

The set of orthonormal functions in this cat e is composed of a single
function ¢Pl given by

CPl(t) = _ cos wt (G-2)

As in the other coherent systems, the incoming signal is mixed with a
local oscillator signal and integrated over a symbol period as illustrated in P

figure 8 of the Discussion. The local oscillator is assumed to have a phase
uncertainty_ e. Its signal is given by

v(t)= cos (uvt- O) (G-3)

When the transmitted signal is S i, the output of the detector is

T
#-

• zi = / [SL(t)+ n(t)],4_-/Zc°s (wt - e) dt (G-4a)
J0

' t
• !

lOS: . •
L" ,* * ,r-
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= /E. cos @ +
z 1.

n
(G-4b)",/1

where @ and n are gaussian with zero means and variances v@2 a_,d N O.
respectively. The conditional probability density function of zi given @ is
given by

pz (zii@) - _IN0 exp [" (zi -_-_i c°s6)212N O (G-5)

It Oe is zero, equal spacing between le_ s yields an optimum system.
This spacing is assumed here. It is also assumed t_at E l is equal to zero.
Therefore,

E,_k+-I _k: A for all k : 1..... (k-l) (G-6)

q

And if

it will be assumed that S i was transmitted. For i = 1, it will be assumed
that S 1 was transmitted if

"<@ (G-8)

and for i = m it will be assumed that S m was transmitted if

z > Yrn-Z _-- (G-9)

I
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The various Frobabilities of error, given @, may now be written:

¢o

Pe = _ _--

_
2 (G-10al

P 8) : P (z ¢ 8) = 1 -/e(Si' Ri[Si" Pz (zi[@) dz. l<i<m] 1

,/Eli A__ (G-10b)2

E A2-

Pe(Sm, O)--P (z _ Rm[Sm, O)= / Pz (z 1O) dz (G-10c)

f.

rn m

. The ;_ean probability of error, given 8, is then

m

1

Pe = m EPe (Si[8) (G-f1)
1

t

The mean probability of error averaged over all possible values of 8 is

1 f.I. 1 _ a m-2 1 .
= m + m m Pz(Zi[8) dzi

Pe J_O ® 2 i=2

m -m Pz (Zm[O) dZm exp .2o-_8 dO ___-'"(G-12)

P
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For the binary case this expression reduces to

Pe 2 ,_o01 _ _ 2 tx + _ Pz (zz[e)dz2 exp dO

(G- l'3a)

"T_

(G-13b)

From equation (G-6) it is evident that F_- k = (k - 1)A. It is convenient to
express,_ in terms of E, the average energy per symbol:

ITI 121 1"1"1-I

E ---1 Ek (k-1 - z- m m - m n (G- 14a)
1 1 1

q

Az
' E = --6- (m-I) (2 m-l) (G-14b)

so that o

= m-i) (Zm-l) (G- 14c)

,i

With E k expressed in terms of _ and with the explicit expressions for the
probability density functions, equation (G-1Z) may be written

I' 108
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i( )m2Pe m m

a0 m-Z

g/-_- O0 + _-_- cos exp dO

Qo m-I

' f z( I 1)(:)+ _ k__ _-_-co_o e_p -O2 _o
m,/_ oo .. k=l J% zo

(G-I 5b)\x

The limiting value for Pe as the signal-to-noise ratio increases without
limit may readily be obtained from equation (G-15b) since, as A/N 0
increases, only the last series is non-vanishing and then only when

1 (G-16)cos e< I - Z'-k

Therefore, as E/N 0-- _ the probability of error becomes

tool

lim.Pe = I exp d,q

E/N 0 -_ m m _ O0 = 1
• , :cos0< 1 "_r_ (G-17)

For low signal-to-noise ratios one may expand _ in a power series as

1 x (G-18)
.. t Ix) _,_ - z,/'T_"

When this approximation is used, equation (G-I 5b) reduces to

" " J_)-No

• . _Q

t
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APPENDIX H. ANALYSIS OF m-ary INCOHERENT AMPLITUDE
SHLFT KEY MODULATING SYSTEM

When the phase of the incoming signal is not known a priori, an inco-
herent system must be used for detection of ASK modulatinn. The signal
alphabet is given by

- Si(t) = d_i cos (_t + _) (H=i)

where _ is an unknown phase angle uniformly distributed from 0 to 2Tr. The
detection system is a squared envelope detector as shown in figure 9 in the
Discussion. Following Arthurs and Dym (ref. 18), the decision rule adopted
is to assume that the _ignal transmitted is that of the value of _. closest

• • • • • . _ •

to the value of Izl. This decision crlterlon approaches optimum as the slgnal-
to_=.noise ratio increases. Therefore, if _E- 4 is assumed to be zero and all

• s]E i are assumed equally spaced as in the cbherent case, it will be decided
tha_ S. was transmitted if, and only if,1

o-I-I< T i = I ' (H-Ea)

)

i i- a< l'-I i= m (H-2c)

i

The local oscillator signals are of the form

q_l = _cos (_t - O) (H-3a)

+. ..

¢2 = _-_sin (w t - 01 (H-3b)

110

1967026773-116



where 0 is a random variable uniformly distributed from 0 to 21r. In analogy
to previous cases) the receiJed signal cocrdinates arc

T
I"

x = [ z(t)_01(t ) dt = ,.F/_i cos (." 4 4)¢ n I (tt 4a)
d

0

¢I'
t"

Y = Jn z (t) _z(t) dt = _ sin (_) 0) + n 2 (II-4b)
v

where n. and n_ are independent, fzaussian variables with _ero mean and

variance N n. The probability density function of the variable v,., defined
n equatton (F-4), is a modffted Raylelgh and ts gtven by equatton (F-6).

The probability of a correct decision when Si(t) is sent is

r E. _1'_ IL_) z N.,d _ era-l)
P{zgR ii S i) = I 0 exp + 0)j i=2,...,

J(. 3 _.._ ".' 0 !'" )JN0
A (I-I- 5a }

R I I S I) = exp - v - exp (H-Sb)
P (z¢

0

{m-l)/_ 1 {m-1}ZA

P(--, Rm I s=) = vI o jN 0 g NO
dv

0

(H-Sol
)

Ti_emean probability of error is then
)

m

Pe = !, - !m _ Piz' Ri Is 11 {H-61
i=l

Q

........ 111
6

£
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For tile binary case, oqu.tion (tl-6) _"educes to

= _ 1 - exp vl0 exp - d'0
, Ve el cxp SNO] 4-7 aN O

(H-71

In terms of average symbol energy; E, A is given by equation (G-t4c).
When this equation is substituted into equation (H-7), the following
expression results.

r -i

P = _ -_ 1-exp -

e Olj/_E_ .
.l'z o

..

(H-8)

4

I

i •
i

I ,IZ
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APPENDIX I. RELATION BETWEEN SINGLE ELENIENT ANTENNA AND
ARRAY PERFORMANCE USING PIIASE-I_OCKED LOOPS

The array is assumed to operate on an incoming signal Si(t ) of the form

Si(t) = cos(u, it + _i ) (I-1)

where, depending on the type of modulation being used, the amplitude, fre-
quency, or phase contains the information. The resulting signal into the
detection and decision device is given by

,,ikfr_ "_

• s = _Ak'/_Z_cos(uJit+ _i+ _k)+ nk(t,/
(I-2a)

k= 1 L J

M ?E i' = E Ak _. cos (_it + _i + _k ) + re(t) (I-2b)
k=l

where

M

re(t) = E Ak nk(t) (I-2c)
k= 1

Since the n k are independent, rn(t) is flat gaussian noise with spectrai density

M o given by

M

k= 1

8

t

||3
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The A k arc po._itlve weighting coefficients tl_at a,:count for any array excita-
tion taper that might bc enlp]oyed. They are normalized so that

M

E A k = 1 (I-4)
k=l

Exact analysis of the probabilities of erz, . can be carried out for all

systems, but the results are in the form of multipl=, integrals and so are not
very useful for purposes of computation. In any , '-_ctical operating situation,

it is exp_:cted that the adaptive receivers maintain the _kat small values so
that ar_ approximate theory of the effects of the array3 can be worked out.

It is convenient to rewrite equation (I-Z) as

s = AkA&ex p j(_k-_&) ,] Tcos(_it+_i+g) + re(t)

(Z-Sa)

whe re

-1 E A k sin _k
_- tan (I- 5b)

- E A k cos _k

When the Ok are small, equation (I-5b) becomes approximately

• M
ZA k t_k

i { _ - _ A k [Bk (I-6)
Z A k k=l

where equation (i-4) has been used. Since the _t have been assumed to be

independent gaus._ian variable3 with zero mean a_ad variance o-_, _ is also
gaussian with zero mean and v,_riance ¢r[, which is related to 0-_ by

r

M

Z °2 E Z < oZ (I-7)O = _ A k
1 °

. I
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._ ;_ c-.a :_ple, wh(.,1 the A k : rc all equal (uniform array illumination),

= (i-8)
M

One "c: ?.' of the arraying is, therefore, to reduce, the effect of individual
p_ • ¢ "rors on the total signal phase error. This effect is common to all
arrayi" . techniques and is not peculiar to adaptive arrays. The adaptive
ar:-_, p 'p._.t} is that of automatically minimizing the individual phase
errors,

'.'he _ifect of the _k on the amplitude of the signal is also of interest.
The amp. "'c squared term will be denoted by (. Thus

M M

_=- E E .aa.k "% exp [J(_k- '_&)] (I-9)
k= 1 4= 1

The expecta'i(,-,_ of _, denoted bybL_, is given by

M

, ; [ ;]E,tle = exp (-a) + 1 - exp(-a ) A k (I-10)
k= 1

The variance of _ is a measure of the departure of _ from its average value.
Since the deri.vation of the variance is quite tedious, only the results are
given:

q--_ *t .-,(-°;,[,-°x,,-q,].,°-,(-°:, q *,*_['-.-,(q,]
i=l i=l i=l l_i+ 1 -

2 M M 2 2_•4"","q']E E *:*_ (_-_) :

l_i n=i ..

i,d m=t k-G[ i À�d�i=t::
.* tom _a }

•

t
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wbere °G means the greater of a or b. When this expression is evaluatedfor unif r llJmnination, each A i is equal to l/M: equation (I-11) reduces to

[ ]2,M,,[ 2,]2 + 1 - exp( - 2 o
o2 =--_ l-exp(-O ) M3 fl

(I- 12)
2

+ "34 (M-I)(M-2)M3 exp(-O_)[1- exp(-O_)]

As Mbecomes large and/or_5 becomes small,_e becomes small so
that the variation of signal level about the mean is also very small. For

example, forcr_. = 0. 175 radian (10-degree rms phase error) and M - i0,
the value of_-c ts 0.0112. Even for a two-element array, ere is only O. 033.
Therefore, for sufficiently large arrays, the amplitude squared value does

not vary appreciably about its average value as given by equation (I-10) and
which, for uniformIy illuminated arrays, reduces to

_'c "- exp (-0- ) +._ 1 - exp (-$ (1-13)

For arrays of ten elements or more this value is approximately
4

_'_= exp(-O ) (I-14)

For tapered arrays similar results hold, but the lower bounds on M to

make the approximations valid are greater than for uniform arrays. The
increase in the bounds depends on the taper and no general result can be

given. It may be concluded that for large arrays and reasonable limits on the
rms value of the individual phase errors, the major effects of the phase
errors on the system operation are a modification of the signal-to-noise
ratio and the introduction of an additional random phase error _ with zero
mean and variance given by equation (I-7) or (I-8). The resulting phase error

is then a nsw gaussian, random variable (¥ = 8 + _ ) with zero mean ar.d

variance a;_ such that

°,

|
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The results of the single element ca3e may, therefore, be carried over

to arrays of moderate and large size merely by replacing (I_:/N0) , the signa]-
to-noise ratio in the line between a single ele_nent and the suln_d,_g point,

with E'/N_ where

N'--O M ..... + 1 - exp (-o _ ) -=_, (I-16)

A" 2 NOI

i=l

and replacing _8 with 0-_/ where

M

i=l

and the k i satisfy equa..ion (I-4). {l-17b)

, The results for the single channel cases can, therefore, be carried
over directly to arrays when M is large _nd/or 0-,,is sufficiently small.P

8 -

m
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APPENDIX J. ]BANDWIDTIt SEb'ARATION REQUIREMENTS
FOR COHERENT AND INCOIIERENT FREQUENCY

SHIFT KEY MODULATING SCHEMES

The bandwidth separation requirements for the coherent and incoherent
FSK schemes may be obtained as follows. Two incoming signals can be

considered with frequencies f'land.fz and phases. @ and 02_ respectively.
The correlation between the two szgnals wzth respecltto an integration time T
is given by

T

fo 1 [sin[(_l_ _2) Tcos (c01t+ eI) cos (cozt-I0z) dt : col- co?.

(J-l)

...... :. + (ol-e2)]-sin (o1- ez) }

where the double frequency terms are assumed to be filtered out. The right
side of equation (J-l) will vauish if

_ . (_o1 co2)T : 2n_ n = I_2,... (J-Z)

or

n

fl " f2 = "T" n = 1,2,... (J-3}

For a coherent system, e I = e 2 by the definition of coherence, and it is
sufficient that

(coI - co2)T = nlr n = 1, 2, .... (J-4)

-]

or

fi " f2 = 2"_" (J-s)

t •
J

lib
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APPENDIX K. USE OF INFORMATION SIGNAL SQUAREI)
TO PROVIDE A PIIASE REFERENCE

Stiffler (ref. 21) and Van Trees (ref. 2Z) have investigated the optimum
division of power between information signals and phase synchronizing signals
for specific configurations of systems that use binary PSK modulation. Their
results indicate that, for the systems considered, the type that uses only the
information signal squared to provide a phase reference gives the least
probability of error for a given total signal power. They also use a gaussian
probability density function for the phase error in the tracking loop but
because of the squaring c; the information signal used to obtain the phase
reference, there are noise-noise products m the loop so that the rms phase
error may be written

_0 = BLT 1 +

To insure faithful reproduction of the stepped phase modulation, it is assumed
that B. T >> i.

l

The ranges of values of rms phase error that could be expected can be
i11ustratqd in the following situation. A uniform adaptive array of M elements
receives a binary PSK signal. The phase reference is obtained from the
squared signal, q'he configuration is shown in figure K-i. The signal-to-

noise ratio of the combined output is E'/(2N_) so that the signal-to-noise
ratio at the individual elements is approximately

E E' ¢r_
= , < 0.I rad 2 (K-2)

ZN 0 M2N 0
• .* .o

The variance of the reference phase error is then given by

q,

@

e, -" _'L ".

,'I_-_
...... . ' . .... -:".:_.7'
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If it is assumed that B. = 10_ the above equation bccolnes
1

As indicated in Appendix I, the total rms phase error is given by

2.

2 2. ._. 4,K- 5)
o-y = °-0 + M

where O-y is the rms phase error in the loop used to detect the combined
signal and 0"O is given by

2 /2N '\ [ B i T 12N(_._] 2• VI_l o-o
Z.

Therefore_ • ts given by¥

Z

/2N '\[2 BiT (2N_] _O

< 0.I rad 2 (K-7)

This result is plotted as a function of signal-to-noise ratio in
figurd 21 of the Discussion.

l z!_ '
" " " _,• 2-,4""_-,: "

• .'i,_ ,=t'= '
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APPENDIX L. ANALYSIS OF RETRODIRECTIVE SYSTEM THAT
USES PHASE INVERSION BY MIXING

Sign_l and Noise Considerations

An array of elements with the circaitry shown in figure L-I is con-
sidered. The elements are located at _'nrelative to an origin of coordinates.
Interest here is in the signaland noise behavior of the system. Allnoise is
assumed to be gaussian and flat over the bandwidths of interest. Noise in
the pilot channel is assurned to be statistically independent of that in the
inforrnation channel.

_L, pJLov,

[I_S['ZTER'C
I[GUI*,_L|HT

LossPJO_[
LtDO(O H£ft_

w J.Om J'T_L
I[LkMEkT 0
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* TO OTH[II
[LI[liI[NT MIX[I_$

In_ IJOm[
/ llSO_O Him[
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I-F lm, Llrlr_
IIOSK

• Figure L-1. r-q)rtLon of retrodirective array that illustratos s_nal
, sad aoise performance of Ch_ syster._.
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The noise in the information channel and in the pilot i--f ch;_n,v-,1 will
arise from several sources. There will be externally gcner_tt_'d noise th,_t
is correlated from clement to elernen_ and internally gct_erated noist, arising
in the mixer and amphfier as well as stetnnaing from dissipation. The noist,
sources are indicated in figure L-I. All the internally generated noise will

be grouped together. The externally generated noise is kept separate. Theth .
internally generated noise voltage in the n anformation channel translated
to the first i-f frequency may be represented as

•Vin(t) = an'(t)cos (_c - _o) t + b'n(t)sin {_c" too) t (L-l)

th
while that in the n pilot channel is

•Vpn(t) = an(t) cos (tOp- too)t + bn(t) sin (tOp-COo) t (L-2)

whereto c is the information cha,mel angular frequency, tOp is the pilot angular
frequency, and _oo is the loc-,1 oscillator angular frequency. The an(t) and
bn(t) are sample functions _,. a stationary gaussian process and at any instant
of time are uncorrelated. _hei" expectations are zero and their variances
are equal. Thus,

f

a' b' ='a' b" = a" b' = a" b" ='a' a" = b' b" _ 0 (L-3a)
n rn n rn n rn n m n rn n rn

' -- 45 {L-3b)an am ='b_ b' ,r'zm rnn

an attm= b"nbttm- _,,Z G nan (L-3c)

where 6mn is the Kronecker delta. The bars denote ensemble averages.
The externally generated noise voltage received by the n tla element may be
represented as

)] �yt(e._.t),in([.. c .wo] t +@a+g n dO IL-i) .

• L
• •

t
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in tile information channel and as

/1

where g-niS the effective element gain function and g a phase function of the
e . n I

element, referred to its location. The phases _b and _ n are due to the
relative positions of the elements and are given _y P

ta)

c I -%, !t_n = --v rn sin O sin On cos (_ + cos O cos. On

w

*pn = 19F[sinO sin On cos (_)-gn) + COS 0 cos On] (L-6b)

where v is the velocity of light. The terms X and Y are measures of the

incident noise wave. They are also sample functions o£ a stationary gaussian
process. They are assumed to be statistically independent and satisfy the
conditions

I

X 2 =y2- 2 (L-7)

The received pilot signal is given by

and the received irfformation signal may be written as

• +¢(t) - _+g (L-9)Sin(t) : K kc f(t) cos (c_c -COo) t + Cn n

where the SyTnbols @pn and _n indicate the values of _pn and _n for the angle
o£ incidence of the p£1otand ir_ormation signalS, respectively. The voltages
in the two channels are

Vin(t) = Vin + nin + s.m (L-10a)

8

""_ i ' Vpn(t)" = vpn + npn + spn (L-lOb)ii - •124 . .
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The gnd mixer output at the difference frequency is

Vonlt ) = _ K _" cos -

1

*-_I2K g_en),C fit)b n,inC(Wp-Wc}t-_n-O(t} * _- _n ]

_(, ,

.½_ _ ¢,.j 0.,),.(,..°.)CVo.,),,_o.,,.)-N(_.,),,co., )1,'-[%-_c)'+*_°_o.,)-_._..,.)%(_.,)-_°,0'.°')1_ _'

+-_# _4g£7._[.x x, +bl;L] co,[c%-%), - _,.¢e.,)-%le.odda

, }_ ¢i-7 Cbax- "a_1'_°C%-_),- *o_e.,)-_.c,.,)]d.

,.-_,<,,,'q,.,,c.aoo.C,%-.,c)t.,.,,.-_+a,,l
, -½K&_7-,_pc_ ,_.[%~o),*%.-_+_.1

.1 _ ,¢<-[.;x +,;, ,%1co,c% --_),*,,. +_,.1_,

• t'l _ _[a; Yp - b n Xp],Jn[(Wp -¢oc) t • q'pn +_n] dfl

.,.½(,,_,,_,.,.,,_;b;,)co,%- %),,"__ba ,._,-,,',_b;,).,.,%- ,.,,=), (L- I I )

Dk G
m

where K z = 4_rrq . The letter D is the power transmisston coefficient from
the antenna element to the input to the first mixer, A m is the mixer power
transfer function, G is the power gain of the first i-f amplifier, and ri is the

impedance of free space. All system components are assumed to be matched.

Probability of Error

The signal in equation (L-I I) is quite similar to the corresponding sig-
nal in the systems using the phase-locked loops except that, because the pilot
signal is mixed with the information signal, the noise terms are not all
gaussian nor are.their spectra flat. (See Appendix O. ) It is assumed that
the same detection and decision methods are used in this system as in the

adaptive system. In the subsequent treatment it is also assumed that the
noises in the various channels are independent. This assumption neglects the

• effect of the correlated externally generated noise as compared with other
noise sources, but this procedure is consistent with the treatment of phase-
locked systems. ; The questiori of the correlation of externally generated noise

, is discussed in Appendix N.
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, With the assunaptions concerning c×ternal noise in the previous para-
graph, the signal fro_, the second mixer may bc written as

Yon(t} = -_ genkckpGf(t) cos (_p-_c) t -f _pn- _n- _ (t)

' r ]+ -- K g,/'_cn _'c f':t) an'(t) cos (Wp-Wc)t- _ - _(t)+ _-2 . n n

[ ]+ 12 K g_cn }'cf(t) bn (t) sin (Wp-Wc) t - _n" _(t) + _ - _n

l Ca' [ - ]+_K gJg--enlp n cos (%-_c)t+ _pn _ + _n

" 1K gq_enkpCb' sin [("Up-'J;c)t+2. n _pn'{+ {n]

I a " ' "b ' I (b_'a,, " b_)..sin(Wp-W c)+ -2 ( n a + b ) cos t4" '-an n n (wp- Wc) 2 n n
t

{L-12)

where the external noise is now included in the a's and b's which are indepen-

dent, gaussian, random variables with zern means and variances Z B- _No;

i B_ is the bandwidth of the information channel; and Bp Is the bandwidth Vofthe
i ptlot channel in Hz.

0

The signals from the various elements are next combined and, depend-
ing on the type of modulation and detection scheme used, are mixed with
local oscillators whose outputs have the form

Acos (Wt + O) (L-13a)

A sin (rot+ O) (L-13b)

A

116

:'_.6 _ "
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" The low frequency components of the. resulting signals are integrated over a
symbol duration, T. The resulting signals are of the forms

Vl(T) = AK2k k Cf(0+)E Tcos [I(0+)+ _ -} + e]c p gen n pn
1"1

T

A Kk c f(0 +) 4/_._7n cos _(0 +) + _ + g -_ + e a n(t) dt
+

n n
n

- T

- _ K k c f (0+) g_en sin # (0+)+ On+ gn- _ + 8 (t) dt
n

.T

• A KkpC E g4_enCO.¢ [ e - _pn+ C - _n]/0 a'(t) dt+ 4 n n

.T

+ _ K _ sin e- _pn + {" _n n
n



A Z [ ]Vz(t) = 4 c p genT sin #(0+) + _n _pn + @
n

T

z I !f,,+ -_ Kkcf(O+ ) v/-{Xsin _(0+)+ _n- c+ gn + O an(t) dt
n

.T

* z E 11o+ 4 Kkcf(0+) g,J_en c°s _(0+)+ _n-_+ gn + O
n

.T

+ _ K kc C gen sin 8- }pn + _ - gn n (t) dt
n

.T

* z [ ]jo- -_ KkpC gen cos 8-#pn + _- _n bnit) dt
• n

" A E a"a' b"b' A a' a"b'+ -_ sine + dt + cos - dt
n n n n 4 n_]O n n nn

. " ,(L- 14b)

" The evaluation of the probability of error requires the determination of
the joint probability density functions of the signal parameters, just as for
the adaptive systems. There is an added complication here, however, in
that the last two terms in the equations result from products of pilot channel
noise and information channel noise and are not gaussian. Furthermore,
although they are not correlated with other noise terms, they are not indepen-
dent of the other noise terms so that the evaluation of the probability density
functions is not a simple matter. Some simplifications are possible. For
example, the integrals may be approximated by surns of terms which, if
selected at t'he proper sampling points, are independent.

When the interval of integration contains a large number of independent
sampling points, the probability density function of the integral approaches a
gaussian distribution. Furthermore, the noise terms consist of the stuns of

the independent noise terms from M channels, further contributing to the

auss.ian nature of the density function. The main departure of the density
ctton from a precisely gauseian function occurs in the tails of the density

* tunction. The region near the peak will b_ a good approximation to a gaus-

sian function. For low signal-_o-noise ratios the error is determined

_il " ° .....

t .

lZg ....... "_

,,,r_

1967026773-135



' mainly by the region of the peak, and use of a gau._alan approximation should
yield a reasonable estimate of the probability ef error. Conversely, for
very high signal-to-noise ratios, the tails of the density functior, s are
important in determination of error probabilities• However, in this case the
nongaussian terms in equation (L-14) become small and so have little effect
on the probability of error. Consequently, the assumption of a gaussian
density function for the noise terms should lead to a reasonable estimat ,z for
the probabilities of error for sys.ems of the phase-inversion-by-mixing type.

After the gaussian approximation for the noise distribution has been
used, the only problem remaining is the evaluation of the second moment of
the distributions. Once this value has been determined, all the results of

the calculations for adaptive systems may be applied• Of course, when the
results are expressed in terms of carrier and pilct energies and the noise
spectral densities in carrier and pilot channels, they will differ in form
from the results for the adaptive systems. Evaluation of the second moments

' is carried out next.

Evaluation of Second Moments of Noise Distributions

i

The signals and noise that come from the integrators are given by
• equation (L-14). As discussed above, the probability density functions of

these outputs, given e and given that the k th symbol was transmitted, are 4
• approximately gaussian and are given by

1= __ . (L-15a)
_cr 2o. z

.,., _p 2]= (L-15b)

. _'_e 2_r2

_- ,%
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(k) (k) are the correct signal voltages and are
The mean values _1 and _Z

g_ven by

M f__--__ _ I (k)(o + +Ol(k) A ¢ ) _ 4_ -
_1 -"Z- _ 4 Epn_in cos n Cpn ..

n = i

= B (k) cos .

I ¢(k)(O+) + Cn" + O]
4Epn _:in "

=!

: BCk)_i_[_k)+_)_o+)+e] _L-,SB)

• whete z

B(k) = _ pnEi n cos
: (L-,Ta)

150 " ......
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!

i -
|

t , The variances of the received . _gnals, given 0 and St. , :ire given by the
following express ions.

o_ik)Z A _
4 N3 E (k) + E + M aBiT >> 1

- in pn -_N0aBi _I ta < 1
n=l n=l (L-18a}

o.(k)2 A 2 (k)
= _N O E. 2aB.T + E + M aBiT < 1/Tr

in 1 pn "_'N0aBiT tBiT >> 1
n= 1 n= 1 (b- 18b)

In equations (L-16) through (L-18), Eink)/ is the energy of the k th

symbol receivedtih n the n th channel, and Epn is the energy of the pilOt(k)signal
received in the n channel during the symbol duration, T. The E. andin

the E are related to the symbols of equations (L-14) by
pn

• (k) 1 K2 ¢2(f(k)) 2Ein = ._ genX T (L- 19a)

• Epn gen k C2T (L- 19b)

The symbol a is the ratio of pilot channel bandwidth, B , to information
. P

channel bandwidth B. (Hz). The st_perscrlpt (k) denotes the symbol being
transmltted. The derivation of equations (L-18) is given m Appendix O. If

the modulation is phase modulation, all signal amplitudes are fixed and the
information is contained in @(k)(0+). If the modulation is frequency modtala-
tion, all. slgv_Is are zero except the signal out of the k th filter, and if the

modulation is amplitude modulation, E. {k) varies from symbol to symbol.In 2
In'the case of aroplitude modulation, therefore, the value of _r(K) varies from

s_mbol to symbol.

The phase angle e +/, is a random variable that includes the phase, $,
- of the reference oscillators and the phase of the incoming signal exclusive of

phase modulation. In incoherent, systems thephase is irrelevant. In coher-
.... _at systems the reference oscillator is phase-llocked to the incoming signal

131__+'+++++51
:;_4-+:%._2+-.:_-.+++:++• -+- + , +++ . _+, _, _.-+.+_+f;_,3_++.....+++-'_.":"++:++:+-,-,;.- ; " /'"",+" -:+_+....+' " ._

"1967026773-'I38



2
so that 0 +q_ will !::v,_ _ zero mean and a variance 0-_ Lhat includ_.s the rn_s
value of the reference oscillator phase error plus the rms value of any

inco_ning phase uncertainties that are not tracked by the reference oscillator
and that also vary slowly with respect to the symbol length. Therefore O +g'
may be considered as a single variable y. The probability of error, given

Sk, is then obtained dlrectly from _he expressions already obtained by
replacing E'/N_ with (B{k)2)/(0"{k)21 . The mean probability of error is then
computed by summing the error probability over the m equally probable
symbols and dividing by m. For phase and/or frequency-modulated zystems,

the ratio /,l,,_B(k)2}/t0_(k)Z )is independent of (k). With amplitude-rnodulated

signals, it is dependent on (k).

Consequently, a comparison of phase inversion systems and adaptive

systems for phase or frequency modulations may be made by a direct compar-

ison of B2/0 -2 and G'/N_. For amplitude modulations, however, the mean
probabilities of error must be computed and compared. In fact, since v(k)

as well as G. (k) varies from symbol to symbol, the optimum decision ruleIn
may be different for the amplitude-modulated systems that use phase inver-
sion by mixini than it is for amplitude-modulated systems that use adaptive
techniques.

Comparison of Systems That Use Phase-Locked Lcop_
and Systems That Use Phase" Inversion by Mixing

As state,d above, phase or frequency-modulated systems of the self-

phased and adaptive types can be compared directly by comparing E'/N_ and

B2/_r _. For the adaptive Et/N_ is given by

n

n-" 1

i

I

i

i967026773-i39



To facilitate the conlparisons, the arrays will be assumed to })t, u,liforln
arrays of identical elem2nts. In thi. _, case the expression ,_lay be writtt, n

N_ No ×P _ _ l-e×p _ (L-Z1)

For the phase inversion type of uniform rectangular array, B2/_ _" is given by

m

B 2 E.IM sin2 Nx'-_-f-- _- sin 0 cos _ sin 2 _ sin 0 sin_ 1 C 1 C 1

NO M 2 sin 2 xd _f d v/af
k f. sin 0 cos _ sin 2 sin 0 sin

(L-2_.a)

i

• °N°BT1• E. i

+ -_p + -_ . Ep 1
Q

_or 0

u_l

oBiT >> l (L-22b)

and

B2 EiM sin2 x kcf i sin 8cos sin 2 _ Y kcfi sin0 sin

. ) )7__ _.,o_v .,n._o.,.,o_t__,.,o..,o,
" (L-2$a)

!

• [! + 2 aBIT + 4Ep aBi

t
O
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for
i

1
aB.T < --

l _ (L-23b)
B.T >> 1

i

The available energy E must be divided optimally between E. and E so that1 p
B2/_ 2 is maximized. Equation (L-Z2a) is maximized when E. = E = E/Z
and has the value 1 p

! (_) EM sin2 Nx kc 1f" sin 0 cos sin 2 kclfl sin 0 sinM2 sin2 d gAf /d Tr_f
x f. sin 0 cos _ sin 2 sin 0 sinq_
kc z .

(L-24a)

1 ....

• r, NoBiT]
• i,+ 4E| .

L .$

fo_" "•

..... l aaBiT<1 >> 1 (L-Z4b)

For high signal-to-noise ratios and with

L. _

I

Af ¢

<< N d sin 0 cos_ (L-ZSa)
1 X X

- Af kc

" - V 4¢ ,_,ydy 'iin"e sin 'qp' (L-25b)

• ,. " r" ='° . ,. • '
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' Equation (L-24a) reduces to

B 2 EM

--2" = 4N-----O (L-26)0"

This result is aboL' 6 db worse than for an adaptive system;i.e.,

approximately four times the energy per symbol is required to obtain the
same error probability as would be obtained with an adaptive array. At low
signal-to-noise ratios, the comparison is less favorable still. This compari-
son holds when the pilot channel bandwidth is essentially the same as the
signal channel bandwidth. Such a situation would occur when the system must
handle large doppler shifts (equal to or greater than the signal bandwidth)
without a doppler tracking loop or when there are other significant frequency
uncertainties. The addition of a frequency" tracking loop for the local, oscil-
lator would reduce the required bandwidth in the pilot channel so that a could

be significantly less than one and equation (L-Z3a) would apply. In this case
the energy division between E. and E is different for maximum B2/o _. When

I p
the maximization process is carried out, the following values for E. and E
are reached. 1 p

i
l

i.
) E + DC - /(E+DC.) 2 - Ell-D)IE+DC) (L-ZTa)E. =

• " * I-D

• E = E - E. (L-Z7b)
p ,

........../;-DIE+C)+ (+DC) z - E(I-D)(E+DC) 1L-27c1
- Ep -- I-D

whe r e _

D =- 2aB.T (L-Z8a)
1

,' _ C " _ (L-Z8b)

_. ..................................--........... -,_......... •_.:_

mm _
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. As a gets sufficiently small, equation (L-27) may be approximated by

IJ 1E -- z 1- + K_-fZTB.T (L-2%)i 1

I 1E v = E 1 +-_ V/ZaB.T1 (L-Z9b)

so that

sin2 Nx k f. sin O cos q_ sin 2 Ny k f. sin 0 sinB 2 EM c 1 c 1

Y sin O sin _p
o- M 2 sin \_ sin O cos _ sinz k f.C 1

i.

• 1 - 2 + _ _f_.aBiT t (L-30)

Under the conditions of equations (L-Z5), this expression reduces to

It can be seen that, as might be expected, as the pilot channel bandwidth
as reduced, the system performance approaches that of the adaptive systems.

As an example, consider a self-steering array on a bus that is receiving
- informatlon from a lander• Suppose that 10 6 symbols are transmitted per

4--

8
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second. To insure good reception of the waveforms, it is assumed that
B.T = 5. The use of an AFC loop on the local oscillator may allow a pilot
blandwidth of, say, i00 I{z. Then,

I00 -4
a = = 0.2XI0

5X 106

and

2alB.T = 2 X 10-4
I

and

i • which, for signal-to-noise ratios greater than 5/8, is
}
!
}

""7" 1 - o.oza - --ffo-o(o.9"t2) (L-33)
O" . .

o,

-It is evident that the addition of a single frequen, y tracking loop to control the
- .common local oscillator can permit the perforTnance of the phase inversion
--systems to compare favorably with that of the adaptive systems in which

phase-locked loops are required at each element in the array.

Signal-to-Noise Ratio of Reradiated Signal

In retrodirective operation of the type under consideration, the signz,l
and noise properties of the signaltransmitted by the retrodirective system
will be affected by the signal and noise properties of the received pilot when
the system is operated as a linear device. The received pilot signal in the
nth channel may be written

/: _ Vpn (t) = V. n + npn + :Jpn (L-34}
o .

-

137
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, where

= C cos [ t + _ - _ + _n ]Spn K g/-_en ),p (Wp-Wo) pn (L-35a)

-_ npn = _ g./_en[XpCOS([Wp-Wo]t+_pn+_n) +Ypsin([wp_wo]t+_;pn+_n)]dl _

= c cos - t + d sin t
n [Wp Wo] n [Wp-Wo] (L-35b)

where

" 'T 6c = d d = kB.DA G T (L-36a)Cm n n rn .] rn aem aen mn

P

.... c d = 0 all m, n (L-36b)m n_°
Q

. .

-_. where & is'the Kronecker delta.
'n%n

.... I!

" It)cos (_p - _VO)t + b It)sin (wp -tvo) t 1L-371' Vpn = an n

.__where

- [, ]• ' II II

=----_ am"an" = b m bn = 2Bp eDAmG+TmAmG+TampG 6ran -

--- {L-SSa)
° 2-

It b It

" -- am n = 0 all m, n (L-38b)

t "
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, The signal is at the intermediate frequency (Wp - ¢Oo)• This intermediate fre-
quency is then upconverted to the desired microwave frequency which will be
near the frequency of the incoming wave if the same array is used for both
transmission and reception; otherwise a second, scaled array can be used
and the transmission frequency selected on the basis of other considerations.
It is assumed here that the sanle array is used for both receiving and trans-
mitting functions. To obtain the phase inversion necessary to direct the
retransmitted signal, the pilot i-f signal and the microwave signal are mixed
in an up-converter and the difference frequency is selected• This difference
frequency signal is of the form

n

.,, o°,oo.[.., ,b.'.,.,.,.[..,+,.o,0.0,.,.°..o,]] CL-39+In + +

where fT(t) and _(t) are amplitude and phase modulations, respectively. The
summation is taken over all elements, and for simplicity, it has been assumed

• that all elements are identically polarized• From this expression the signal
and noise properties of the reradiated signal are readily obtained.

•
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APPENDIX M. SPECTRUM OF S:GNAL PLUS NOISE

The spectrum of the signal plus noise at the output of the second
mixer results from the mixing of two noisy signals, each with a flat noise
spectrum over its bandwidth. Consequently, the noise spectrum is no
longer flat. In this appendix the spectrum of such a system is considered.
Figure M-1 shows the spectrum of the incoming signals and noise before
they are mixed. The signals lie in the center of their bands. The pilot and
information carrier frequencies are assumed to be coherent; i:_.__e., one is
derived from the other by frequency offset so that random fluctuations in
frequency and phase will be removed when the signals are mixed and the
difference frequency is taken. Therefore, such fluctuations axe not included
in the analysis. Two cases are illustrated. In the first, the pilot and
information channel bandwidths are large to allow f,r doppler shifts
(figure M-la). In the second case, the doppler shifts are tracked out so
that a narrowband pilot channel is used and the information bandwidth Bi

• determines the bandwidth of that channel (figure M-lb). The analysis is
carried through with the assumption that the signals are in the centers of
their respective bands.

The signal from the second mixer is proportional to the product of the
information signal plus its noise and the pilot signal plus its noise, as
illustrated in' equation (M- 1).

v(t, = a[si{t, +ni(t'][Sp(t' +np(t) ] (M-I,

where the subscript i refers to the information channel and p to the pilot
channel. The power spectrum of the output i:_ given by the Fourier trans-
form of the autocorrelation function of v(t) (ref. 28) in which the autocorre-
lation function is given by ...

= vlt} v(t+
• , °

4 140 _,,
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PILOT SPECTRUM

o
INFORMATION SPECTRUM

• (11) WIDEBAND CHANNELS TO ACCOMMODATE-
DOPPLER SHIFTS
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PILOT SP£CTRUM

iiil_mAlrl_ poplin

...... ', .... Fig.ure N-I. Spectrurn of signals before mixing.
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• The terms in equation (M-3i are evah, ated below:

_. Ssi (f')Snp (f" f') df =NOp/ Ssi {f')df' _ NOp / Ssi (f') df'

.f" + f+fp 2

(M-4)

The shape of thi,' spectrum about the frequency (f-x - fp) depends, on the
re_,ative bandwidths of Ssi and the pilot channel noise. In the first case under
consideration, the pilot noise bandwidth, BD, is greater than the signal
bandwidth B.' and a representative form o3the spectrum _iven in
equation (M-14) is ;llustrated in figure M-2. In that figure PSi is the total
i_formation signal power•

The noise-noise products also contribute to the total noise• This
is _iver by

#

/ •• Sni (f')Snp (f- f' ) dr' (M- S)
d.W

The evaluation of this ir,tegralleads to the spectrum shown in figure M-3.

I ll, s , I
r--,v_---:
I o
I I
Ip II

II II

r--a I -r '": I

_- 6 M-2. Spe¢ ot o! llilnil _ Idl_. notae.
• " " ' " ' - • ._ " ',;-.',_-;'-'-_4_'_.. • _':"

• ;' - ". _ - _- _ _ _' .-.'- -3____.',_[li_'._'_-.._ . .. . ._-.. _, ;;,-_." ,L'.__:._4
•...........,.,........_.........,_.
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#

Figure M-3. Spectrum of product of pilot channel noise
and information channel noise.

The spectrum of the cross product of signal and pilot is just the signal

spectrum centered at the difference frequency (fi - fp). Its value is

(Pp/2) Si.. The spectrum resulting from cross products of pilot signal and
informatxon channel noise is rectangular with bandwidth Bi and centered

about the difference frequency (fi- fp). Its height is (Pp/2) N0i. The total
spectral density is the sum of all these contributions aniiis illustrated in

• figure M-4.

. A similar analysis for the second case leads to a spectrum of the
j product of signal and pilot noise illustrated in figure M-5. The term

l_si(f " fi + fD) is that portion of the information signal power that lies in a

bandwidth Bp'.centered at (f - fi + fp).

The spectrum of the noise-noise products is shown in figure M-6. The
spectrum of the pilot signal and information channel noise is of the same
form as in the first case, and the spectrum of thc product of pilot signal and
information signal is again just that of the information signal translated to

the range about fi " fp" Its intensity is _ Ssi (f - fi + fp)" The total
spectrum is illustrated in figure M-7.
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Figure M- 5. Spectrum of product of signal and pilot noise
Lot case two.
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Figure M-6. Spectrum of noise-noise products for case two.

Figure M-7. Spectrum of signal and noise for case two.

The noise-noise product terms are nongaussian while all others are
gaussian, the ratio of gaussian terms to nongaussian terms is

Psi (c_se one) (M-6a)R : + 2N0i Bp

R : __p + ZN0iBp (case two) (M-6b)

For high pilot signal-to-r.otse ratios, R becomes larl_e and the effect of the
nongaussian terms becomes negligible.
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APPENDIX N. CORRELATION OF EXTERNALLY
GENERATED NOISE

In Appendix L the question arose of the correlation from elem:nt to
element of extcrnally generated noise. In this appendix it is shown that the
correlations are ordinarily small.

In the analysis ain q represents the correlation coefficient from element n

to element q of noise in the information bandwidth and apnq represen.s the same
coefficient for noise in the pilot bandwidth. Then ain q may be written as

n. n.
1 1
n q

,,_" a inq _o" _. (N - 1)in xq

o When equations (L-4) and (L-5) are used for the noise terms, equation (N-l)
becomes

• "%%+ dO
_. q (N-2a)

gen + q



'7

f

,_, To illustrat<: what form the ain q might assume, three exacnples are
-:_ considered. Th '".',r::t is that of a linear array of isotropic radiators as

illustrated in figure i -1. In this case the r n are given by nd and On = O.
Then

taiC

_n = -_ nd cos 0, _n = 0 (N-3a, b)

_c e]

fo"S0Ix/ _/]o -jl-;-<n">_°_+ sin e dedq_

(T.

,nci f02"J0"Tr[XiZ + Yi2 ] sine ded_ (N-3c)

t 0 _-

j -,
I- _i , -I

o .

Figure N-1. Linear array of N elements.
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' If X. 2 + y.2 is uniform over all angles this expression becomesI I

COc _0 C

-j _ (n-q)d cos 0 I -J--b--(n-q)dx.W

= -- e sin 0 dO = -_ -I_inq 2 e dx

(N-4a)

_0

_j '%v {n-q) d j "_v{n-q) d sin --if- (n-q) d
1 e -e (N -4b)
Z to co

_j c (n-q) d v'_{n-q) d

In a similar manner,

_0p
sin-_- (n-q)d

= (N-S)

pnq -_(n-q)d

• For half wavelength spacing, the coefficients vanish.

) " The second example to be considered is a collinear array of dipoles.
; If mutual coupling is ignored, the effective gain fanction is

. _ = 3 sin 0 (IN-6)

IL once again, the incident noise is uniform over all angles, there results

4"#

_C ""

2 -j--_ln-qld cos 0• e dR"

fO sin 0 e sinO d6,

ainq = vf (N -7a)

-_ fO sin3e de

_- ((1 "XZ)CO'"_ (n°q)dx dx! •
= ('N-7b)4

.... 3 .

..... : |In --_(n-q)d cos-v-(n q)d.4t
i . , is.

.... , [-_(n-q) (n-q), • e

, ._ °

"" ; "- :............. 149
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In a sin_Har manner there results

pnq (n-q) -P(n-q)

For half wavelength spech_g, the apnqbec°m_;

cr = _ 3(-l)n-qz (N-9)
pnq _rP(n_q)

For n-q > 1 this value becomes rapidly small.

t.

• • [
• q • J

' • • . _ O/ • _ O_• , -j /. ,
• • • 1/ o I • •

• • • " J/" , 10 • •
• , • *_ ,I • *

• • * _/'_. "_-_",,. I• *

• .2" .'.-., .s'_,,

:.'x
/

Figure N-2. Rectangular array arrangement for computation of
correlation coefflc| ent8.

I
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" The third example is that of a rectangular array of identical antenna
, lements assumed to be located as illustrated in figure N-2. The elements
have an element gain function given by

4 ix

ge - k2 a e cos 0 0 _ 0 _--_Z

(N- io)
= 0 -ix<O<rr

2

The x and y coordinates of'_he elements are denoted by md and rd, respec-
+_v.,_. d being the element separatiGn along the axes. Substitution of
equation (N-10) into equations (N-2) and use of the phase function appropriate
to the geometrical arrangement of figure N-2 gives the following expression
for a uniform noise background.

"sin e cos Od0ckp exp -j -c-

Ct(n-m)(q-r) = f2 rr f

_ _" sin e cos 0 dO dqo

1o Jo
t

.TI

Jo (°d o_m,2,,..,2.,oe).,oeco.0de= 2 frO ¢

zJ -_-

- _._. J(n.m;2 .i.(q.,)2 fl",l- 11)

i .......................
I
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APPENDIX O. DERIVATION OF EQUATIONS FOR VARIANCE OF
NOISE TERMS IN A PHASE INVERSION SYSTEM

Equations (L-18a, b) give the variance of the noise terms in a system
that uses phase inversion by mixing to obtain self-steering on reception. The
variances of the terms that are made of signal-noise products are of the form

T

z = f0 an(t) dt (0-1)

The variance, ¢2z, is given by

[+E]J0"J0+" Oz 2 = an(t ) dt = an(t2) an(tl) dt z dt 1 (O-2a)
o

T T T .T

2 ' _0 fO an(t2) an(tl)dt2dtl = fO jO Rn(')dt2dtl (O'2b)

where Rn(T) is the autocorrelation function of the noise (stationary). The
transformation

t 2 = tl+1"

(o-3)
t = t I

Styes
-. T t _T

,s = Rn(_") dy dt =J-T %(+)I(-_) dT (O-4)-.T
+ . • "+¢' . ........ _.................. "_._

,i_* "" ' _ - " ""+ :_i
._I'_?+ aJ_ +_ _- " "_ '_" +" +"=_+ :" " ' " ' " " "" '" |'" ' i

.:+-,...., .-.......::-;,',,++-""-_'-.-:,.....--,..+:_,;_-i+,:;+.._+__:,"-,:._,-";'.'" ..... _. ............. ......_I_._,._ +.'"+, .......,o,.,._+ . _:_ ....i;._.-,,,,;_.+8__ ;._-;.:_...'-_.'.q___,,.._. /
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, where

g(¢) = ¢+T -T <¢<0

(o-s)

g('r) = T- _- 0<¢<T

The last form was derived by using the relation between the autocorrelation
function and the spectral density, together with the convolution theorem for
Fourier transforms.

For a rectangular passband from -_ to_, the noise spectrum is

s(_)-NO[u (,_) - u (,_"_)l (o-e)

where

2
NO = _ % lO-7)

, Then

R(_) : Z_ / s(w) exp (j_T) dw (O-8a)

NOn
R(¢) = sin fl¢ (O-8b)

TT fl'r

Z
With this expression for R('r), the variance az becomes

o2 f0Tftt 2N0
'- = R(¢) de dt - T Si(ffr) 10-91

z -T n

The calculation of the variance of the noise-noise product terms is

considered next. The variance is given by ,.

It != an (tlanlt) d 10- lOa)

• ' -"":.::¢_..'_'_;*.'-/'z.4_' .
*' " . ,'._ . _k_,_.-

...... , ",." :_l _ :_, _h_4"_,.i'

_. ;. :_,._ '.::._.., .:.-"-...-......
" - ""'_ _" ..... """;'" __::" :'" ."!'._._'_'.E','___
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._ On making the substitutions

t I = t - T1 (O- I I)

tz = t !

the expression (O-lOb) may be reduced to

t-T "r=t

2 f f a "(t + T)an' (t)ad (t + T)ad (t)drdt (0- lZ)¢I = J n
t= 0 T=t-T

But

a"(t+T)an(t) = R"(T)1% 1%

where Rn"(v) and Rn' (v) are, respectiveiy, the autocorrelation functions of
an" and an'. Therefore, equation (O-IZ) may be rewritten as

I

t= T _r=t

¢1 = . R (T)Rn(_) dr dt (O-13)
0= t T

Rn(T) may be cnmputed from the spectral density, S(w), by

I I" W

Rn(_r) = [jw_r] dw

_L_

_.._.,_.._.. :.:. , • . . . .' . _. '.._ . _. : .... _,_-,_-..-.._ r- ,_. _ - .,
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When o(_) is flat with density N O over a bandwidth _./_, Rn(T ) is given by

N0f_ sin _" (O- 14)Rn('r) - _ e-r

and

N:_pf2 i sin _pT sin _.T

Rn'(')RnlT) = TrZ ' apt a'i'rz 10-15)

where the subscript i refers to the information channel and the subscript p
to the pilot channel. When this equation is substituted into equation (0 13)
and the subsequent integrals are evaluated, the following expression results.

N Z

$1Z = __{0 _i( l+a)TSi[_21(i+a)T] -i2i(l-a)TSi[_i(l-a)T]

• - Cin[gi(l +a)T -a)T] (O-16)

, + cos [t2i(l+a)T] - cos[gi(i-a)T]}

whe re
t

a-=t2. -= B. -
I 1

Cinlx) -= fO (i-cost t) dt 10-181

As BiT becomes much greater than one, the first two terms become pre-
Z

dominant and • approaches the valueI

-.. = {o-19}
-. ta< i

it "•
., , , i| l":'_-,.,,,. - .
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Tne condition BiT >> 1 is necessary to approach the computed error
probabilities since they were derived with this assumption implied. In a
similar manner values can be obtained frown equation (O-9):

°zi2 = NO T Bz _" >_' 1 (O-20)

When aBiT is much greater than one, as would be the case when the pilot
channel bandwidth is nearly the same as the information channel bandwidth,
equation (O-9) for the pilot channel also reduces to

2 NO T (0-21)_p =

On the other hand, when aBiT is less than l/Tr, whicb would be the case when
*.he pilot channel bandwidth is much less than the information channel band-
width, equation (O-9) for the pilot channel becomes

°-zP2 = N02oB.T2.1 oB.TI < _1 (0-22)

t

The various epproximations (O-19) t.hrougl'.(O-_2) may be used to derive
b the expressions for the total noise variance as given in equation (L-18a, b).

e

:--_t
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